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FOREWORD 

ADVANCES IN CHEMISTRY SERIES was founded in 1949 by the 
American Chemical Society as an outlet for symposia and col­
lections of data in special areas of topical interest that could 
not be accommodated in the Society's journals. It provides a 
medium for symposia that would otherwise be fragmented, 
their papers distributed among several journals or not pub­
lished at all. Papers are refereed critically according to A C S 
editorial standards and receive the careful attention and proc­
essing characteristic of A C S publications. Papers published 
in ADVANCES IN CHEMISTRY SERIES are original contributions 
not published elsewhere in whole or major part and include 
reports of research as well as reviews since symposia may em­
brace both types of presentation. 
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Preface 

Iη the early 1950's A. J . Haagen-Smit demonstrated that the irradiation 
of mixtures of nitrogen oxides and hydrocarbons produced products 

with properties similar to that of atmospheric photochemical smog. This 
pioneering effort stimulated much research on the problem. Improved 
techniques for studying photochemical reactions at concentration levels 
on the order of parts per million have been developed, and knowledge 
of the rate constants and mechanisms of the reactions involved has been 
advanced. New compounds have been discovered; however, a quantita­
tive correspondence between laboratory studies and atmospheric obser­
vations has not been obtained. As a result, a reliable technical basis for 
the abatement requirements to alleviate photochemical smog in the Los 
Angeles Basin is still lacking. 

On December 31, 1970, the Clean Air Amendents were passed into 
law by the Congress. The law expresses the urgency that Congress felt 
for the solution of the air pollution problem in this country. This sense 
of urgency is reflected in a number of unusual features of the law. For 
example, the technical feasibility of meeting the law had not and still 
has not been established. Also, an analytical model for the derivation of 
the abatement requirements seemed to be wanting. This can be inferred 
since the same factor of ten reduction was required for each of the 
pollutants without modification for the level of control already in force. 
Since hydrocarbons and carbon monoxide emissions had already been 
substantially reduced for 1970 motor vehicles, the net overall reduction 
factor from precontrol levels for these substances became 37 and 26, 
respectively. Perhaps, even more significant was the fact that the air 
quality standards that the law purported to achieve had not then been 
established and were not announced until Apr i l 1971. 

Despite the important implications of the 1970 Clean Air Amend­
ments and of the Air Quality Standards to the purpose of this symposium, 
for the most part the cogency of the program was unaffected. The five 
papers presented at this symposium that were selected for inclusion in 
this volume address themselves to significant aspects of the photochemical 
smog problem. Hopefully, this volume wi l l stimulate a broader interest 
of the scientific community in the quantitative aspects of air pollution. 

BERNARD WEINSTOCK 
Dearborn, Mich. 
November 7, 1972 

xi 
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1 

Global Aspects of Photochemical 
Air Pollution 

E L M E R ROBINSON α 

Stanford Research Institute, Menlo Park, Calif. 94025 

The most serious effect of increasing photochemical air 
pollution on a global basis is the production of high concen­
trations of submicron aerosol in the atmosphere. This effect 
will first be noted in the midlatitude zone between 30° and 
60° north and could cause large unfavorable changes in 
weather patterns and world climate. The probability that 
these changes may occur with unchecked increase in con­
centrations of photochemical pollutants sufficiently justifies 
comprehensive control of photochemical pollutant emissions. 
Since rigorous control programs have already been initiated 
in the United States and abroad, large increases in aerosol 
concentrations in the atmosphere rising from photochemical 
pollutant reactions are not likely, and the global problems 
related to photochemical air pollution are expected to remain 
overshadowed by the problems in affected local areas. 

To consider the global aspects of photochemical smog risks extending 
the smog problems faced by Los Angeles until the dimensions are 

world-wide—until there would be no place to hide. Such a technological 
time-bomb is unlikely to exist if we do groundwork and establish per­
spectives of the present air pollution situation. 

We are not in an unknown technological jungle; in 1944 photochem­
ical smog was noticed in the Los Angeles Basin, existing as vegetation 
damage. Thus photochemical smog occurred at least 27 years ago. Also 
the Los Angeles County A i r Pollution Control District is about 25 years 
old, having been formed because photochemical smog occurred in the 
Los Angeles Basin in the mid 1940's, and we know how to design and 

"Present address: College of Engineering, Washington State University, Pull­
man, Wash. 99163. 
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2 PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

operate control functions. Ozone, a critical component of photochemical 
smog, was identified in the Los Angeles Basin in the late 1940's, a sig­
nificant first step for analyzing the photochemical smog reaction that was 
then occurring in the Los Angeles Basin. Also, this is approximately the 
20th anniversary of Haagen-Smit's initial experiments in which photo­
chemical reactions involving gasoline fumes were found to produce ozone 
and other adverse effects identified as photochemical smog. Thus, we 
have a situation which is slowly succumbing to technical investigation 
although there are still many mysteries left. 

However, we are now concerned not just with Los Angeles smog but 
with the global aspects of photochemical smog. Smog has become a 
world-wide phenomenon with world-wide importance; discussions of the 
global aspects of photochemical smog are more than 15 years old. One 
of the first papers on this subject was titled "Global Aspects of A ir Pollu­
tion as Checked by Damage to Vegetation' by Fritz Went ( 1 ). Here he 
recounted his investigations around numerous large cities throughout the 
world, and during these investigations he came to several important con­
clusions. Before 1955 Went had observed unmistakable smog damage 
to vegetation near the following cities: Los Angeles, San Francisco, 
New York, Philadelphia, Baltimore, London, Manchester, Cologne, Copen­
hagen, Paris, Sao Paulo, and Bogota. No damage had been seen in 
Houston, St. Louis, Amsterdam, Zurich, Madrid, Rome, or Jerusalem. 

Photochemical smog damage was essentially local in nature. Unt i l 
1955 Went could find no smog-damaged plants in rural areas more 
than 50 miles away from major metropolitan areas, and only around 
Los Angeles and London did he observe plant damage as far away as 
50 miles. In Paris damage to vegetation occurred as much as 12 miles 
from the center of the city. Resulting from his observations, Went set 
the approximate date when smog damage to vegetation became serious 
in the various metropolitan areas he visited. For example, in Los Angeles 
photochemical smog damage did not occur before 1944 while in the San 
Francisco Bay Area the first damage was noted in 1950. In Paris and 
New York the onset was 1952. Compiling his data on vegetation damage 
and comparing it with the use of gasoline in the various urban areas, 
Went concluded that when gasoline consumption exceeded 12 tons/ 
square mile/day in a typical urban area, smog damage to vegetation 
probably occurred. Thus at least some aspects of global photochemical 
smog have been recognized and have been a matter of concern for many 
years; it is not some new crisis. 

Actually a global smog problem is defined at least two ways. One 
concept was described in 1955 by Went—i.e., local centers of photo­
chemical smog geographically distributed and related directly to major 
urban areas around the world—making the problem globally important. 
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1. ROBINSON Photochemical Air Pollution 3 

If we tried to name all present locations where photochemical smog was 
a major concern or at least so considered by the population of the city, 
we would probably include almost all of the major urban areas in the 
world. Even places considered relatively remote—e.g., Ankara, Turkey, 
and Seoul, Korea—have recently been publicized as major centers of 
serious smog problems; thus, photochemical smog is geographically a 
global problem. 

The second definition of global air pollution is the geophysical one 
where the concern is with the impact of photochemical air pollution on 
the total atmospheric environment without specially considering any one 
urban area. This is analogous to our concern about how increasing car­
bon dioxide wi l l affect the climate and the total atmospheric environment. 
Here we are really talking about the long term or geophysical importance 
of photochemical smog to our spaceship earth and the possibility of 
causing a serious perturbation in our total global environment; it should 
be closely scrutinized. 

HEMISPHERE HEMISPHERE 
TOTAL N 0 2 EMISSIONS = 53 χ 10 6T/yr 

Figure 1. Distribution of N02 pollutants 

Pollution Sources 

Nitrogen Oxide. The photochemical smog reaction involves nitrogen 
oxides, hydrocarbons, and sunlight. The global importance of this pollut­
ant system depends upon the amounts of materials emitted to the atmos­
phere, their residence time in the atmosphere, and their reaction products. 
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4 PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

Thus, we should examine the total emissions of nitrogen oxides and hydro­
carbons, especially the so-called reactive ones, on a global scale and try 
to determine their impact on atmospheric conditions. 

Combustion emissions are the major sources of nitrogen oxides in 
urban areas. The sources of N O and N 0 2 are primarily those combustion 
processes where the temperatures are high enough to fix the nitrogen in 
the air and where the combustion gases are quenched rapidly enough 
to reduce the subsequent decomposition of N O . Figure 1 shows the esti­
mated global distribution of nitrogen oxides pollution by source, expressed 
as N 0 2 . These estimates are based on fuel consumption and N 0 2 produc­
tion ratios. About 53 Χ 106 tons are estimated to be produced annually, 
with 5 1 % of the total resulting from coal combustion and 4 1 % resulting 
from petroleum production and the combustion of petroleum products. 
Within the petroleum class, combustion of gasoline and residual fuel oi l 
is the major N 0 2 source. In the coal combustion category power gen­
eration and industrial uses account for most of the N 0 2 emissions, ex­
pected because of the high temperatures involved in most of these 
operations. Domestic and commercial use of coal are minor sources of 
N 0 2 . Natural gas combustion is also a relatively minor source of N 0 2 , 
only 4% of the total. Other miscellaneous sources, combustion of fuel 
wood and incineration, are also relatively insignificant. Figure 1 estimates 
how N 0 2 pollutants are distributed between the northern and southern 
hemispheres. The 95 -5% ratio between the northern and southern hemi­
spheres is readily explained by the vast difference between combustion 
processes (2) and population densities in the two hemispheres. 

On a global basis, however, these estimated pollutant emissions of 
N 0 2 are probably a minor factor in the total circulation of nitrate com­
pounds within the atmosphere. It is estimated (3) that natural emissions 
of N 0 2 may be as much as 15 times greater than the pollutant emissions 
or more than 700 Χ 106 tons. This estimate of natural emissions is based 
on an estimated nitrogen cycle for the atmosphere, and it is believed to 
result from N O produced by biological reactions. Peterson and Junge 
(24) recently estimated natural nitrogen compound emissions may be 
no more than twice as large as currently estimated pollutant sources. 

Hydrocarbons. Photochemical air pollution in many urban areas 
focuses attention on nitrogen oxides and hydrocarbons. Globally sources 
of hydrocarbons include not only the urban pollutant sources but also 
major natural sources. 

Figure 2 shows one estimate of the global emissions of hydrocarbon 
pollutants. The total of 88 Χ 106 tons mainly represents petroleum-related 
operations—i.e., gasoline usage, 34 Χ 106 tons, refinery operations, 6.3 X 
106 tons, petroleum evaporation and transfer losses, 7.8 Χ 106 tons, and 

Pu
bl

is
he

d 
on

 J
un

e 
1,

 1
97

2 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
13

.c
h0

01



1. ROBINSON Photochemical Air Pollution 5 

solvent usage, 10 Χ 106 tons—totaling 58 Χ 10 6 tons or 66% of the total. 
The estimate of solvent usage is rough, based on an estimate that world 
usage is three times that in the United States. 

Incineration is probably a major contributor to organic emissions, as­
suming roughly that the world total is about five times that in the United 
States, and the U.S. incineration average is about 3 lb/person/day. Incin­
eration is generally considered to be a poor combustion process and thus 
has a high calculated emission rate of 100 lb of hydrocarbons per ton of 
incinerated waste (4). This gives an estimated total emission for the 
United States of 25 Χ 106 tons. The combustion of wood as fuel however 
is estimated to be relatively efficient and a negligible source of hydro­
carbon emissions; coal combustion gives about 3 Χ 106 tons of organic 
emissions, of which about two-thirds result from domestic and commercial 
combustion sources. 

5% 

NORTHERN SOUTHERN 
HEMISPHERE HEMISPHERE 

TOTAL EMISSIONS = 88 χ 106 Tons/yr 

REACTIVE HYDROCARBONS = 27 χ ΊΟ 6 Tons/yr 
Figure 2. Distribution of hydrocarbon pollutants 

In areas where photochemical air pollution is a serious problem, 
the olefins and other more reactive hydrocarbons are major concerns 
rather than just with the total organic emissions. Using factors mainly 
derived by the Bay Area A i r Pollution Control District in San Francisco 
(5), the total emissions of organic materials have been broken down to 
give an estimate of the reactive hydrocarbon emissions. About one-third, 
or about 27 Χ 106 tons, are considered reactive out of the 88 Χ 106 total 
tons of organic materials; over half of the estimated reactive emissions 
result from automobile emissions. 
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6 PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

There also are major sources of organic compounds from nature. 
Methane is a major emission from the natural environment and in non-
urban atmospheres concentrations generally range between 1-1.5 ppm 
(6). The major source of atmospheric methane is the decomposition of 
organic material in swamps, marshes, and other bodies of water. Natural 
gas seepage possibly significantly contributes methane to the atmosphere 
in certain petroleum areas. It is estimated that natural sources of methane 
are about 1600 Χ 106 tons annually (7). 

The biosphere is a major contributor to the atmosphere of heavier 
hydrocarbons. Fritz Went (8, 9) , who first recognized the global ex­
tent of smog, pointed out the general importance of natural emissions 
from vegetation. He estimated that sources in the biosphere annually 
emit between 170 Χ 106 and 109 tons of hydrocarbon material to the 
atmosphere. Went also observed that these materials are mainly in 
the terpene class and that, because they are photochemically reactive, 
these materials are polymerized in atmospheric photochemical reactions 
to form an organic aerosol. He attributes the blue haze found in many 
forested areas to the optical effects of this aerosol. 

Aerosol Production and Distribution 

In the short term sense, reactions involving photochemical smog that 
attract the most attention are the nuisance factors producing eye irrita­
tion and vegetation damage. However, on a global scale reactions involv­
ing more persistent products are primarily important—i.e., the submicron 
aerosol particles. A significant part of the chemical scavenging from the 
atmosphere occurs after reactions have formed aerosol particles. The 
forming of an aerosol is believed to be a principal step in scavenging the 
components of photochemical smog reactions and also for sulfur and 
nitrogen compounds. Initially aerosols formed by these reactions are 
small particles; however, significant coagulation to form larger particles 
up to about 0.1 micron radius occurs because of Brownian motion. These 
larger particles are then incorporated into cloud, fog, and raindrops and 
eventually are removed from the atmosphere by precipitation. The sig­
nificant chemical content of rain fall is evidence of the important scav­
enging role of precipitation. Particles are removed from the atmosphere 
by dry deposition through gravitational settling. 

Although it has been recognized for many years that smog reactions 
form important amounts of aerosol particles, little is known about the 
actual reaction mechanisms that form these aerosols. It is postulated 
that the reactive materials from combustion sources and from the bio­
sphere—e.g., terpenes—undergo similar rapid chemical changes in the 
presence of nitrogen oxides and sunlight, the familiar photochemical smog 
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1. ROBINSON Photochemical Air Pollution 7 

Figure 3. Northern Hemisphere latitudinal distribution of total energy con­
sumption (percent of 1968 global energy consumption) 

reaction. In a series of free radical polymeric reactions, these reactive 
organics are transformed into condensed aerosol particles in the atmos­
phere. We estimate that the mass of aerosols formed by terpene reac­
tions are generally equivalent to the mass of the terpenes or reactive 
organics in the initial gas phase. Thus, globally, we predict that the 
photochemical aerosols wi l l amount to about 30 Χ 106 tons annually from 
pollutant sources and about 200 Χ 106 tons of aerosol material as a result 
of the natural emissions of terpene-type organic materials to the atmos­
phere. 
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8 PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

It is our estimate that all pollutant sources result in about 300 χ 106 

tons per year of particulate material being introduced into the atmos­
phere and that pollutant and natural sources combined amount to about 
3000 χ 106 tons per year. Thus, on a global scale 30 Χ 106 tons per year 
of pollutant photochemical aerosols are about 10% of the total pollutant 
aerosols and about 1% of the total annual atmospheric aerosol produc­
tion. The 200 Χ 106 tons of aerosol particles resulting from the photo­
chemical scavenging reactions involving natural organic emissions is 
somewhat less than 10% of the total aerosols emitted to the global 
atmosphere. 

Here aerosol concentrations have been referred to as general global 
average values even though the actual world-wide situation is one of 
great heterogeneity regarding pollutant and natural particle sources. 
Natural and pollutant sources are not uniformly distributed, and thus 
the particles produced have a greater relative impact on the environment 
of one geographical area than on another. 

Pollutant emissions on a country-by-country basis are not readily 
available; however, Figure 3 shows the 1968 consumption of energy in 
the northern hemisphere classified into 10° latitude bands in units of 
millions of tons of coal equivalent energy (10). Since energy consump­
tion and pollutant emissions, aerosols and gases, are assumed to be rea­
sonably well correlated, atmospheric aerosols from particulate emissions 
and scavenging reactions should also show a latitudinal distribution that 
is similar to Figure 3. In this tabulation where countries such as the 
United States covered more than one 10° band, the energy consumption 
was proportionately divided according to the area in each band. Energy 
consumption data indicate that 96% of the global consumption of energy 
occurs in the northern hemisphere and 86% in the latitude band between 
30°-60° north. This imbalance in latitudinal distribution of energy con­
sumption is shown in Figure 3. For the United States assumption of a 
correlation between energy and pollutant particle production checks rea­
sonably well ; in 1968 the United States consumed 34% of the energy 
consumed in the northern hemisphere and produced about 3 1 % of the 
particulate materials. 

Particle emissions resulting from natural processes should be roughly 
distributed according to the relative amounts of land and ocean areas in 
various latitudinal bands. Assuming this, natural amissions are estimated 
to be a function of latitude, based on the amount of land and water 
distributed in various latitude zones. When this is done for the northern 
hemisphere and compared with an estimated zonal distribution of pol­
lutants based on Figure 3, the relative contribution of pollutant sources 
to atmospheric aerosol concentrations as a function of latitude is estimated. 
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1. ROBINSON Photochemical Air Pollution 9 

Figure 4 shows the results of such a calculation. These data indicate that 
pollutant aerosol sources are probably important on a global scale only 
within the latitude band from 30°-60° north. In this 30° zone, the aver­
age pollutant contribution is about 3 1 % of the total atmospheric aerosol 
concentration. Since photochemical smog reactions account for about 
10% of the total pollutant aerosol generated, photochemical smog is 
estimated to be responsible for about 3% of the pollutant contributions 
of aerosols within the 30° band from 30°-60° north. Throughout the 
northern hemisphere pollutant sources account for about 17% of the 
total atmospheric aerosol. Using the 10% figure as that part assigned 
to photochemical aerosols, we get a value of about 2% of the total north­
ern hemisphere aerosol to result from photochemical smog reactions. In 
the southern hemisphere, the contribution from all pollutant sources is 
only about 1% of the total atmospheric aerosol produced. 

30 40 

NORTH LATITUDE 

Figure 4. Relative contribution of pollutant aerosols to total atmospheric 
aerosol concentrations in the Northern Hemisphere 

These estimated latitudinal distributions are modified somewhat by 
winds carrying pollutants downwind from the source areas. However, 
the general west-to-east movement of air masses and the concentration of 
pollutants into the lower portion of the troposphere tend to minimize 
wind trajectory effects on the patterns shown in Figures 3 and 4. 
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10 PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

Geophysical Effects 

Although photochemical pollutant aerosols apparently account for 
only a few percent of the total atmospheric particles, the geophysical 
importance of pollutant aerosols is still important and involves two 
questions. 

1. To what extent are current emissions of pollutants causing meas­
urable increases or accumulations of aerosol particles in the atmosphere? 

2. How may presently observed or future change in atmospheric 
aerosol concentrations affect the earth's climate? 

If the previous figure showing the maximum impact of pollutant 
emissions in the zone between 30°—60° north is correct, we expect to find 
persistent downwind pollutants indicated first in this latitude zone over 
the North Atlantic where the effects of the concentrated pollutant sources 
in North America are most likely seen. Pollutant aerosols are found as 
shown by observing that fly ash particles have been collected across the 
North Atlantic (11). These apparently came from sources on the east 
coast of the United States and Canada. These fly ash particles were 
relatively large, greater than 2 microns, and concentrations were extremely 
low, but the indications are that this material must have been carried 
for considerable distances over the Atlantic and accompanied by other 
less easily identified pollutants. 
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Pacific between 1907 and 1967 
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1. ROBINSON Photochemical Air Pollution 11 

Electrical conductivity data taken over the Atlantic over a period of 
years apparently show the impact of North American pollutant sources 
of fine particles on the Atlantic atmosphere (12). Atmospheric conduc­
tivity measurements can be related to the concentration of fine particles; 
those in the Aitken nuclei range from about 2 Χ 10"7 to 2 Χ 10"4 cm 
because particles in this size range act as a sink to remove from the atmos­
phere the small ions which determine the electrical conductivity. The 
greater the concentration of Aitken nuclei, the lower the conductivity 
because the concentration of small ions is reduced. Cobb and Wells ( 12) 
have presented data on electrical conductivity in the North Atlantic and 
in the South Pacific covering the period from about 1907-1967. Their 
results are shown in Figure 5 and indicate that the conductivity over the 
North Atlantic seems to have decreased by at least 20% in the past 60 
years and by about 15% since about 1929. According to these authors, 
this change in conductivity might be equivalent to doubling the fine par­
ticle aerosol concentration over the North Atlantic area. The data from 
the Pacific Ocean area in the southern hemisphere indicate that in this 
region aerosol concentrations in the 1960's are no higher than they were 
in the period from about 1910-1929. Gunn (13) came to similar conclu­
sions, increasing concentrations of aerosol material over the Atlantic were 
presumably coming from increased pollutant sources in North America, 
and aerosol concentrations were generally stable over the South Pacific. 
While aerosol concentrations may have increased over the North Atlantic, 
similar trends have not persisted over more remote ocean areas in the 
southern hemisphere, and thus it is concluded that truly global increases 
of atmospheric particle concentrations have probably not occurred. Sim­
ilar data for the North Pacific would be very valuable but apparently are 
not available. 

Apparent changes in atmospheric fine particle concentrations within 
the 30° to 60° latitude zone in the northern hemisphere have been pointed 
out by McCormick and Ludwig (14) and by Flowers et al. (15), based 
on turbidity measurements made in the United States and Europe. The 
absence of detectable turbidity changes over a period of 15 years in the 
southern hemisphere is shown by data presented by Fischer (16). These 
two observations confirm our earlier remarks relative to the separating 
of the northern and southern hemispheres and that aerosol effects are 
noticed most in the mid-latitudes of the northern hemisphere. 

Turbidity data applied to upper atmospheric conditions, have been 
gathered at the meteorological observatory on Mauna Loa, Hawai i and 
presented by Peterson and Bryson (17). These data covered about a 
10-year period from 1957-1967 and have been interpreted by Peterson 
and Bryson to indicate a general increase in the fine particle concentra­
tions, as well as showing the effects of one or more major volcanic erup-
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12 PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

tions. Mitchell (18), however, attributes the change in these observed 
turbidity values from Hawaii to accumulated volcanic activity affecting 
stratospheric aerosol concentrations rather than to the impact of pollutant 
aerosols. 

Whereas photochemical aerosols are expected to account for roughly 
10% of the total pollutant aerosol load, several factors related to the total 
aerosol distributions combine to make significant global increases of pol­
lutant aerosol concentrations difficult to attain. Probably the most impor­
tant is that almost all of the particulate material in the atmosphere results 
from surface sources and subsequently is mostly found in the lowest few 
kilometers of the atmosphere. At this low altitude particles are exposed 
to repeated condensation and precipitation activity which acts as a rela­
tively effective scavenger of aerosol material. A n average residence time 
of three days is reasonable for this situation and has been used in our 
model calculations (19). In this period of time, the mean winds in the 
zone 30° to 60° north, as described by Mintz (-20), would carry the aerosol 
cloud between 1,000-2,000 miles from west to east. This would be far 
enough to cause the effects noted by Cobb and Wells over the North 
Atlantic, but on a global scale the result would be negligible. The general 
lack of atmospheric transport mechanisms to move tropospheric air masses 
across the equator is important in preserving the isolation of the two 
hemispheres. 

Aerosol scavenging processes are primarily accomplished by precipi­
tation, and as such the process is one of continual dilution. Thus although 
most of the particles may be removed within a relatively few days, there 
is some residual material which persists in the atmosphere for much 
longer times. The ability to detect such material depends upon whether 
the specific particulate material can be distinguished from the natural 
background. Lead aerosols from pollutant sources are detected after ex­
tensive dilution because of the negligibly small background of lead that 
exists in the atmosphere. This is shown by measurements over the central 
northern Pacific (21) of lead aerosol concentrations of the order of 0.001 
μg/m3, which is a dilution of 3-4 orders of magnitude compared with 
pollutant urban air mass concentrations of 1-10 μg/m3. Chow argues 
that this concentration represents the residual concentration of pollutant 
lead aerosols in the northern hemisphere. Compared with a typical 
remote-area dust loading of 10 jug/m 3, this lead concentration repre­
sents about 0.01% of the total particulate material contained in a remote 
atmosphere. If as a first approximation photochemical aerosols in urban 
atmospheres are roughly comparable in size and concentration with lead 
aerosols, we estimate that in remote areas the photochemical aerosol 
contribution from pollutant sources amounts to a possible change of 
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1. ROBINSON Photochemical Air Pollution 13 

0.01% of the total particulate loading in the atmosphere, an undetectable 
amount. 

Besides problems of local annoyance, a major concern about atmos­
pheric pollutants is whether or not their presence in the atmosphere 
could cause changes in the earth's climate. The observed increases in 
carbon dioxide content in the atmosphere first raised this concern because, 
at least in theory, increased carbon dioxide concentrations could cause 
increased absorption of infrared radiation and could increase the tem­
perature of the atmosphere. If significant warming were to result, changes 
in climate on a global scale could follow. For changes in the fine particle 
concentration in the atmosphere, the simplified argument as described by 
McCormick and Ludwig (14) is that increased particle concentrations 
could lower global temperatures because solar energy would be reflected 
back to space before it reached the earth's surface. Charlson and Pilat 
(22) and others have questioned this simplified approach and show that 
aerosols in the lower atmosphere can cause warming. Evidence from 
large scale phenomena—e.g., such as volcanic eruptions—is that high con­
centrations of particulate material in the stratosphere can reduce tempera­
tures at ground level (23). The physical characteristics of the aerosol 
particles are also important in whether or not warming or cooling is 
caused. 

Our understanding of the atmospheric climate is not sufficient for us 
to model in detail the effects of such conditions as atmospheric aerosols 
or C 0 2 concentrations, and we must be satisfied with general models of 
these conditions. Currently it has not been possible to include the fact 
that particulate pollutants are not evenly distributed on a global basis but 
are primarily confined to a single relatively narrow latitude zone, as 
pointed out in Figures 3 and 4. We conclude that it is unlikely that there 
has been any climatic effect resulting from the concentrations of pollutant 
aerosols that have occurred within this zone in the atmosphere. We also 
conclude that any effects that are likely to occur in the future wi l l result 
from the effects of enhanced differences between air masses rather than 
from a uniform change over global or hemispheric areas. Thus increased 
aerosol concentrations in specific zones may bring about increased tem­
perature differences and shifts in storm tracks and precipitation patterns. 
Such a situation could result in a climatic change, but certainly not a 
simple one. However, even though we are generally unsure as to what 
the result might be or even the direction of possible change, if there 
were a long term and significant increase in the pollutant content of the 
atmosphere either of particles or of carbon dioxide, the potential damage 
to the global environment could be severe. Even the remote possibility 
of such an occurrence justifies concern about the long term or global 
impact of pollutants on the atmosphere. 
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14 PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

Summary 

Photochemical air pollution has a global impact in at least two ways : 
1. Major urban areas around the world are increasingly becoming 

damaged and annoyed by photochemical smog. (This is a simple multi­
plication of local smog problems. ) 

2. Photochemical aerosols, only about 10% of the total pollutant 
aerosol material, can contribute to long distance, downwind effects from 
pollutant sources, and as part of the total pollutant aerosols probably 
have contributed to changes in the aerosol background concentration over 
the North Atlantic. 

If these atmospheric impacts are not remedied and some controls 
established over photochemical aerosols as well as other pollutant sources, 
gradually increasing concentrations wi l l be observed in the mid-latitude 
zone between 30° and 60° north and then gradually outward throughout 
much of the northern hemisphere. If such a change should occur and 
aerosol concentrations continue to increase, the impact on the global 
atmosphere could be severe, bringing about changes in weather patterns 
and subsequent changes in climate. Although the direction of such change 
is unpredictable at this time, the probability is that changes of this type 
could be severe, and it justifies controlling emissions that lead to aerosol 
formation. 

The probability of pollutant aerosol concentrations becoming con­
centrated enough to be a major climatic hazard seems to be small because 
such a change would depend on our permitting urban area conditions to 
deteriorate probably by an order of magnitude. Considering the present 
concern of the general public in the United States and abroad for the 
atmospheric environment, such an increase seems unlikely. Also, regu­
latory programs are now being implemented that should reduce the 
quantities of photochemical and non-photochemical aerosols. Thus, the 
global aspects of photochemical smog seem to be much less critical than 
are the problems in affected local areas. 
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Mechanisms of Smog Reactions 

H. NIKI, E. E. DABY, and B. WEINSTOCK 

Scientific Research Staff, Ford Motor Co., Dearborn, Mich. 48121 

A model is developed to account for the chemical features 
of photochemical smog observed in laboratory and atmos­
pheric studies. A detailed mechanism consisting of some 
60 reactions is proposed for a prototype smog system, the 
photooxidation in air of propylene in the presence of oxides 
of nitrogen at low concentrations. The rate equations for 
this detailed mechanism have been numerically integrated 
to calculate the time-concentration behavior of all the con­
stituents of the system. The model has been used to examine 
the effects of varying relative and absolute concentrations 
of the reactants. The conclusions of this examination pro­
vide a framework for the analysis of the more complicated 
atmospheric problem. Some of the key questions related to 
the atmospheric chemistry have been discussed in terms of 
the detailed model. 

Tn recent years, a number of reaction models have been proposed to 
account for the chemical features of photochemical smog observed 

in atmospheric and laboratory studies (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11). 
Because of the complexity of smog chemistry and a lack of detailed 
knowledge of many relevant elementary reactions, numerous assump­
tions and simplifications are made in these mechanistic interpretations. 
A model for the chemistry of smog is presented here with a critical 
evaluation of the factors that control the major course of the reactions. 
The photooxidation of propylene ( C 3 H 6 ) in the presence of nitric oxide 
and nitrogen dioxide (NO -f- N 0 2 = NO-*) is used as a prototype for 
this study. 

Propylene is a good choice for this purpose because it is the simplest 
hydrocarbon that displays the major characteristics of photochemical 
smog, and much experimental smog chamber data on its photooxidation 
in the presence of NO# have been reported (12, 13, 14, 15, 16, 17, 18, 

16 
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2. Νίκι, DABY, AND w E i N S T O C K Mechanisms of Smog Reactions 17 

19, 20, 21, 22, 23, 24). However, even for this simple smog system, over 
150 possible elementary reactions have been examined, and of these 
some 60 important reactions have been selected for the present model. 
Since the relevant elementary reactions have been previously reviewed 
( 25, 26, 27, 28, 29 ), only the essential features af this kinetic model wi l l 
be discussed here. These 60 reaction steps have been numerically inte­
grated by computer to evaluate the concentration-time behavior of the 
system with respect to a number of critical parameters. At first, the 
numerous unknown rate constants and mechanisms seem to provide 
sufficient degrees of freedom to permit any arbitrary parametric fit to 
the experimental data. However, here the arbitrariness is largely re­
moved by detailed consideration of the complex concentration-time 
behavior of reactants and products. This imposes several stringent 
boundary conditions on the flexibility of the model. Furthermore, we 
wi l l prove that relatively few elementary reactions are crucial in deter­
mining the major characteristics of the smog reactions. Some of the 
crucial parameters that pertain to the C 3 H 6 - N O . r system and to other 
relevant smog systems wi l l be discussed below. A l l the elementary reac­
tions included in the model are listed in Table A I . The photochemi­
cal roles of chlorine, sulfur oxides, metastable oxygen molecules, and 
aerosols (26, 27) are matters of current interest but are not considered 
here. 

Kinetic Features of Smog Chamber Data: C3H6—NOx—Air System 

The data shown in Figure 1 were used as a reference for the kinetic 
scheme formulated in this work (12). In this experiment a mixture of 
2.23 ppm C 3 H 6 , 0.97 ppm N O , and 0.05 ppm N 0 2 in prepurified air 
(50% relative humidity) was irradiated at 31.5 ± 2°C by simulated 
sunlight with an intensity corresponding to a rate of N 0 2 photodissocia­
tion in N 2 , kd, of 0.4 min" 1 . The reactant concentrations used in this 
experiment are typical of smog chamber studies but are an order of 
magnitude higher than atmospheric levels. The implications of this wi l l 
be discussed below. 

The general kinetic features of the concentration-time behavior 
shown in Figure 1 are summarized as follows: in the initial stage the 
reaction rates of C 3 H 6 and N O are markedly slower than in the succeed­
ing stages of reaction, which suggests an induction period. The N O is 
then rapidly oxidized to N 0 2 . The concentration of N O reaches a low, 
steady level which persists in the later stages. Measurable ozone ( 0 3 ) 
formation starts about the time that the N 0 2 concentration reaches a 
maximum. The subsequent loss of N 0 2 is partially accounted for by the 
formation of peroxyacetylnitrate ( P A N ). Small amounts of other organic 
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18 PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

nitrates and nitrites have been reported for similar systems, but not 
enough to account for the rest of the N 0 2 consumed (15, 16, 17, 18, 
19, 20). Presumably the missing N 0 2 is largely converted to nitric acid 
( H N 0 3 ) (30). Formaldehyde ( H C H O ) and acetaldehyde ( C H 3 C H O ) 
are formed in nearly stoichiometric amounts as the major oxidation prod­
ucts of C 3 H 6 although only the acetaldehyde data are shown in Figure 1. 
The remaining carbon containing products are mainly C O and C 0 2 . 

TIME (MIN) 

Figure 1. Experimental concentration-time behavior of 
the reactants and some of the products in the photo­
oxidation of C3H6 in the presence of NO and N02 in 

air, obtained by Altshuller et al. (12, 13). 

It should be emphasized that smog chamber data are susceptible to a 
number of experimental uncertainties. Analytical techniques, impurity 
effects, and wall effects are major sources of error which are often diffi­
cult to determine quantitatively, and the resulting uncertainties must be 
considered in the derivation of a kinetic model. For the C 3 H 6 - N O # 
system, there is a fair degree of consistency among available smog 
chamber data (12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24). Never-
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2. Νίκι, DAB γ , AND WEINSTOCK Mechanisms of Smog Reactions 19 

theless, further improvement of the methodology of smog chamber experi­
ments is desirable for detailed kinetic analysis. The complexity of the 
concentration-time dependence requires that data be obtained for a 
larger variety of initial conditions than has been reported. Part of the 
difficulty arises because the large mass of data precludes publishing 
detailed profiles. These data cannot be adequately described by mean­
ingful, simple rate expressions, and as a result the customarily reported 
parameters—e.g., reactant half-lives, rate of production, and terminal 
concentrations—are of limited value for detailed mechanistic interpreta­
tion. The published data of Altshuller et al. (13) are also incomplete in 
many of the aspects mentioned above; however, Altshuller supplied de­
tails that were used in this analysis (12). This particular set of data then 
represents a minimal set from which a detailed kinetic analysis is 
possible. It would be desirable to vary the reaction parameters and 
obtain data in similar detail before this study is regarded as complete. 
This study has not relied only on Altshullers experiment; also, other 
published experimental data have been used and are discussed with 
appropriate references. 

Introductory Kinetic Analysis 

The final kinetic scheme describing the propylene-NO^ photooxida­
tion is quite complex, and the qualitative, determining characteristics of 
the system become obscured in the computational detail. A simplified 
kinetic scheme is given below that provides a framework for the overall 
description. 

N 0 2 + hv 

Ο + 0 2 + M 

0 3 + N O 

Ο + C 3 H 6 

O3 + C3H6 

N O + Ο ki 

>03 + M ( = air) k2 

• N 0 2 + 0 2 /c3 

• stable products Zc0 

• stable products k0s 

0.4 m i n - 1 (1) 

1.96 Χ ΙΟ- 5 ppm" 2 m i n - 1 (2) 

29.3 ppm" 1 m i n " 1 (3) 

4.5 X 103 ppm" 1 m i n " 1 (4) 

1.8 X 10- 2 ppm- 1 m i n - 1 (13) 

Rate constants and references are given in Table A I . The unit 
of parts per million (ppm) at atmospheric pressure and 300°Κ equals 
2.45 Χ 10 1 3 molecule cm" 3. For this introductory analysis k0 has been 
taken as the total rate of reaction of Ο with C 3 H 6 (A:0 = k4a -f- fc46 + k4c) 
and k03 the total rate of C 3 H 6 ozonolysis ( k03 = k13a + k1Sh ) · 

This mechanism is a simplified scheme partially because the oxida­
tion products of C 3 H 6 by Ο and 0 3 are assumed to be unreactive while 
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20 PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

actually they are important in the overall reaction scheme. The above 
equations, however, outline the primary steps that follow directly from 
the N 0 2 photolysis, which is the driving force of the whole system (25). 
Several important kinetic relations are then derived from these reactions 
which are generally applicable to smog conditions. First, photostationary 
states of Ο and 0 3 are expressed by Equations I and II. Square brackets 
designate concentrations. 

[O] = fci [N0 2] 
*»[0,][M] + k0 [C 3 H 6 ] : (I) 

and 

fc2[Q2][M][Q] 
l W s J *,[NO] + Κ [CH. ] " W 

Since k2 [ 0 2 ] [M] > > k0 [ C 3 H e ] in all cases of interest, Equation 1 is 
further simplified to 

L J k2[02][M] 1 ; 

For Equation II a similar simplification is possible when k 3 [ N O ] > > 
k03 [ C 3 H 6 ] 

_ fcjNOJ ( I V ) 

This equation generally applies except in the later stages of the photo­
chemistry in the laboratory and in the atmosphere. For example, in 
Figure 1 [ C 3 H 6 ] / [ N O ] approaches 100, which would result in a 10% 
error by using Equation IV instead of Equation II. 

According to Equations III and IV, [O] is determined by the light 
intensity and [ N 0 2 ] whereas [0 3 ] is a function of the light intensity 
and the ratio, [ N 0 2 ] / [ N O ] , For the light intensity of the experiment 
of Altshuller et al. (13), the ratio, fci/fc3, is about 10"2 ppm. The validity 
of Equation IV has been shown by Stedman et al. (21). The validity of 
Equation IV under atmospheric conditions has been questioned ( 1 ), 
but the deviations may result from experimental artifact. In the data of 
Figure 1 when [0 3 ] is the order of 0.1 ppm and [ N 0 2 ] / [ N O ] is ten, 
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2. Νίκι, DABY, AND WEINSTOCK Mechanisms of Smog Reactions 21 

the agreement is quite good. However, when [0 3 ] is the order of 1 
ppm, [ N 0 2 ] / [ N O ] becomes 100, and the experimental uncertainty for 
[NO] is too great to make a meaningful evaluation. However, with the 
use of the improved N O - 0 3 chemiluminescence detector (31), Daby et al. 
(75) were also able to measure that high ratio with improved accuracy. 

ι 1 Γ 

TIME (MIN) 

Figure 2. Comparison of the experimentally observed rates of 
C3H6 consumption with calculated rates of C3H6 reaction with 

Ο-atom and 03. 
The experimental rates are derived from the data of Figure 1. The 
O-atom rates are calculated from the differential rate equation for 
Reaction 4 and Equation 111, using the experimental concentrations 
of CSH6 and N02. The Os rates are calculated from the differential 
rate equation for Reaction 13, using experimental concentrations of 

CsH6 and Os. 
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22 PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

The ratio of the reaction rate of 0 3 with C 3 H 6 (Ro 3) to that of Ο 
with C 3 H 6 (R0) is estimated from this reaction scheme to be: 

which is equal to 0.54/ [ N O ] . In Figure 1 the rate of the Ο atom reaction 
with propylene is initially more important than that of 0 3 when [NO] 
is 1 ppm but becomes less important rapidly as the reaction proceeds. 
This effect of the concentration of N O is a point of departure between 
smog chamber studies and atmospheric behavior because the [NO] is 
generally much lower than 1 ppm under atmospheric conditions. 

A quantitative comparison of the observed rate of C 3 H 6 removal 
( Figure 1 ) with rates calculated for Ο and 0 3 reactions in this simplified 
scheme is shown in Figure 2. Several kinetic features are important in 
this figure. The O-atom rate is generally a small fraction of the 0 3-rate, 
except at the beginning of the reaction when both rates are small. The 
combined Ο -f- 0 3 rate is always less than the experimentally observed 
rate. The ratio of the observed rate to that of the combined Ο + 0 3 

rates is large during the early stage of the reaction. When [ N 0 2 ] is a 
maximum, this ratio is about a factor of two and approaches unity in 
the final stages of the reaction. These observations are consistent with 
the presence of a chain mechanism that dominates the early stages of 
the C 3 H 6 oxidation but which becomes less important in the later stages 
when the observed rate largely results from ozonolysis. 

This difference between the observed rate and the Ο -f- 0 3 rates 
has been called the excess rate (25). The preceding discussion showed 
that a simplified model cannot explain this difference. Also the simplified 
model cannot explain the rapid conversion of N O to N 0 2 that is charac­
teristic of this system. A detailed mechanism that quantitatively accounts 
for the experimental data is presented below. 

Detailed Mechanism 

A detailed reaction scheme has been formulated to account for the 
laboratory data of Altshuller et al. (12). In Figure 3 the calculated con­
centration—time behavior based on this scheme is compared with the 
experimental data for C 3 H 6 , N O , N 0 2 , and 0 3 . More than 150 elementary 
reactions were initially considered in constructing this model. About 50 
of these were eliminated from the scheme because their rate constant 
and/or the relative concentrations of the reactants are too small to be com­
petitive with other reactions. Another 20 reactions were discarded 

k2k03 [Q2] [M] 
hk0 [NO] (V) 
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2. Νίκι, DABY, AND WEINSTOCK Mechanisms of Smog Reactions 23 

0 50 100 150 
Time (min) 

Figure 3. Comparison of the concentration-time behaviors of 
C3H6, NO, N02, and Os calculated from the model with the ex­

perimental data of Figure 1. 
The lines are calculated; the points are experimental. 

because the resulting reaction products have not been observed experi­
mentally. Of the remaining reactions 60 were selected, based on numeri­
cal analysis of the data of Altshuller et al. as well as that of other 
laboratories (15, 16, 17, 18, 19, 20, 21, 22, 23, 24). The rate constants 
and mechanisms are not well established for all of these 60 reactions. 
However, as a result of over 100 computational tests, it has been estab­
lished that only about a dozen of these are essential to derive the main 
features of the C 3H 6—NO# system. The role of these reactions and other 
experimental parameters are quantitatively analyzed below. 

Oxidation of Propylene by Atomic Oxygen. It is well known that 
0 ( 3 P ) atoms add to olefinic hydrocarbons to form an adduct, but the 
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24 PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

subsequent fate of this adduct under atmospheric conditions is still 
uncertain (26, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43,44). Presum­
ably the initial biradical adduct rapidly rearranges itself to an excited 
molecule which then either collisionally deactivates to form stable prod­
ucts or fragments to form radicals. The ratio of deactivation to decompo­
sition greatly depends on the olefin and on the pressure and nature of 
the diluent gas. For propylene the yield of the fragmentation products, 
C H O and C 2 H 5 , is about 30% in N 2 at atmospheric pressure (33). A 
further interesting possibility exists when 0 2 is used as the diluent gas. 
The 0 2 might undergo chemical reaction with the excited molecules, 
yielding products similar to those of ozonolysis (34). This possibility of 
pseudo-ozonolysis could be particularly important for internally bonded 
olefins. These internally bonded olefins are known to be reactive in smog, 
and part of their reactivity could be from pseudo-ozonolysis because 
their O-atom adducts are almost always stabilized at atmospheric pres­
sures and cannot otherwise initiate chain reactions. However, definitive 
evidence for this possibility is still lacking, and in the present kinetic 
scheme for the propylene oxidation by O-atoms, the role of 0 2 was 
assumed to be identical to that of N 2 . 

Ο + C H 2 = C H C H 3 

Ο­
Ι ' 

C H 2 C H C H 3 

M 

Ο 
I ! 

C H 3 C H 2 · + H C 

Ο 
I I 

C H 3 C H 2 C H ο 
M / \ 
—> CH3CH—CH2 

(4a) 

(4b) 

(4c) 

The stabilized products, propionaldehyde and propylene oxide, have 
not yet been observed in smog chamber experiments of this system. 
However, this is understandable because as has been discussed above, 
Reaction 4 accounts for only a small fraction of the total C 3 H 6 

consumption. 
The fragment radicals, C H O and C 2 H 5 , undergo a number of radical 

transfer reactions involving 0 2 and N O as given below: 

C H 3 C H 2 · + 0 2 = C H 3 C H 2 O O · 

CH3CH2OO · + N O = N 0 2 + CH3CH2O · 

2 C H 3 C H 2 O O · = 2 C H 3 C H 2 O · + 0 2 

(5) 

(6) 

(7) 
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2. Νίκι, DABY, AND W E i N S T O C K Mechanisms of Smog Reactions 25 

Ο 

I I 
C H 3 C H 2 0 · + 0 2 = C H 3 C H + H 0 2 · (9) 

H 0 2 · + N O = N 0 2 + O H (39) 

Ο 

H C · + 0 2 = H 0 2 · + C O (43) 
The important features of these radical transfer reactions are the 

conversion of N O to N 0 2 and the generation of O H radicals. As wi l l be 
discussed later, the O H radicals are highly reactive with propylene and 
constitute the single most important chain carrier in the oxidation of 
propylene and N O . These transfer steps generally involve radicals of 
R O and R 0 2 types where R is either hydrogen or an alkyl group for 
which the kinetics and mechanism are not well established. Particularly 
important in explaining the propylene chemistry are Reactions 6 and 39. 
The values of the rate constants for these two reactions are not known, 
but both have been assigned here to be equal to 2.0 Χ 10" 1 3 cm 3 mole­
cule" 1 sec"1. This assignment is based on numerical analysis of the data 
to give proper weight to these two reactions compared with other reac­
tions involving these R 0 2 radicals and is judged to be a lower limit for 
both rate constants. Lower values for these rate constants result in a 
marked deviation of the calculated profiles from the experimental data 
of Altshuller (12, 13, 14) and of other studies (15, 16, 17, 18, 19, 20, 21, 
22,23,24). 

Several termination reactions involving R O and R 0 2 compete with 
the radical transfer steps. These reactions are grouped into R 0 2 + R 0 2 , 
R O + N O , and R O + N 0 2 types and are listed below. 

C H 3 C H 2 0 - + N 0 2 = C H 3 C H 2 0 N 0 2 (11) 

2 H 0 2 · = H 2 0 2 + 0 2 (40) 

• O H + N O = H O N O (41) 

• O H + N 0 2 = H N 0 3 (42) 

Published values of the rate constants for Reactions 40 and 41 (29, 
45) were used in the numerical analysis. For the other termination reac­
tions involving R O and R 0 2 in this model, rate constants are not known. 
Estimated values were used that were derived to be consistent with k4o 
and k41. The concentration of these radicals although always small in -

Pu
bl

is
he

d 
on

 J
un

e 
1,

 1
97

2 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
13

.c
h0

02



26 PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

Time (min) 

Figure 4. Effect of chain initiation by Ο-atom. A calculation with 
k 4 a = 0 (dashed lines) is compared with the reference calculation, kia 

= 1.2 X 10~12 cm3 molecule'1 sec'1 (solid lines). 

creases with time, and therefore reactions of the type R 0 2 + R 0 2 and 
R O + N 0 2 become progressively more important with time. 

The significance of O-atom reactions is assessed in Figure 4 where 
the effect of leaving Reaction 4a out of the overall kinetic mechanism is 
shown. The induction period is extended without altering the overall 
reaction profile. This agrees with the qualitative aspects of the O-atom 
role discussed previously, using the simplified model. Reaction 4a is 
significant only in the induction period when reaction chains are being 
initiated. The system then sustains itself without further need of chain 
initiation by O-atoms. 
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2. NIKI, DABY, AND w E i N S T O C K Mechanisms of Smog Reactions 27 

Oxidation of Propylene by Ozone. Hydrocarbon ozonolysis is im­
portant in smog chemistry, but the details of this ozone chemistry are 
still poorly understood despite numerous investigations (46, 47, 48, 49, 50, 
51, 52, 53, 54, 55, 56). However, the ozonolysis of propylene is fairly 
well established as compared with the ozonolysis of internally bonded 
olefins. For example, the rate constant for propylene is uncertain by about 
10% while for frans-2-butene the reported rate constants vary by an order 
of magnitude (48, 49, 52, 55). This provided another reason to choose 
propylene as the prototype hydrocarbon in this analysis. 

The primary step of the propylene ozonolysis was taken to be the 
generally accepted Criegee mechanism (46, 47), which leads to the for­
mation of zwitterions and aldehydes : 

> H C + H O O - + C H 3 C H O (13a) 
0 3 + C H 3 C H = C H 2 

> C H 3 C + H O O - + H C H O (13b) 

The rate constants for Reactions 13a and 13b given in Table A I were 
derived from values for the overall rate constant (48, 49, 50, 51, 52, 53, 
54, 55) and the relative yields of formaldehyde and acetaldehyde (51). 
These relative yields of formaldehyde and acetaldehyde are consistent 
with the data of Altshuller et al. 

According to the Criegee mechanism, formyl and acetyl zwitterions, 
H C + H O O " and C H 3 C + H O O " , are reactive intermediates in the ozonolysis 
of propylene. Among several thermochemically feasible reactions of the 
zwitterions, the following scheme provides a chain oxidation mechanism 
which is consistent with the observed data, 

Ο 

H C + H O O - + 0 2 = O H + H C O O - (14) 

Ο 
I I 

C H 3 C + H O O - + 0 2 = O H + C H 3 C O O - (15) 

Ο Ο 
I l I I 

H C O O - + N O = N 0 2 + H C O - (16) 

Ο Ο 
• I l I I 

H C O O - + N 0 2 = N 0 3 + H C O · (17) 

O 

H C O - = H · + C 0 2 (18) 
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28 PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

are given by 

H · + 0 2 + M — H 0 2 - + M 

0 0 

J J 
CH3COO · + N O = N 0 2 + CH3CO · 

0 0 

2 C H 3 C O O · = 2CH3CO · + 0 2 

0 

C H 3 C O · = c o 2 + C H 3 -

C H 3 - + o 2 = C H 3 0 0 · 

CH3OO · + N O = N 0 2 + C H 3 0 -

2CH3OO · = 2CH3O · + o 2 

0 
II 

C H 3 0 - + o 2 
II 

H C H + Η0 2 · 

Η0 2 · + N O = •OH + N 0 2 

termination reactions which are unique to the 

0 0 

C H 3 C O O · + N 0 2 = P A N (CH 3 COON0 2 ) 

0 0 

CH3COO · + H 0 2 • = C H 8 C O O H + 0 2 

CH3OO · + H 0 2 CH3OOH + o 2 

C H 8 0 - + N O = CH3ONO 

C H 3 0 - + N 0 2 
— C H 3 O N O ; 

(19) 

(20) 

(23) 

(24) 

(25) 

(26) 

(27) 

(29) 

(39) 

(21) 

(22) 

(28) 

(30) 

(31) 

Peroxyacetylnitrate ( P A N ) is a well-known product of the propylene 
ozonolysis in the presence of N 0 2 and 0 2 (57); this is strong evidence 
for the formation of peroxyacetyl (or acetyl) radicals in the subsequent 
reaction of acetyl zwitterion as given by Reaction 15. However, the 
peroxyacetyl radicals lead to the formation of P A N only after the N O -
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2. Νίκι, DABY, AND WEINSTOCK Mechanisms of Smog Reactions 29 

N 0 2 conversion is virtually completed. Thus, the competitive reactions 
of peroxyacetyl radicals with N O ( Reaction 20 ) and with N 0 2 ( Reaction 
21) were postulated, and their relative rate constants were chosen to 
match the experimental data. 

Time (min) 

Figure 5. Effect of ozonolysis. A calculation with k13 = 0 (dashed 
lines) is compared with the reference calculation, k13a = 5.4 X 10~18, 

k13b — 6.5 X 10~18 cm3 molecule'1 sec'1 (solid lines). 

The importance of the ozone reactions in all aspects of the mecha­
nism is shown in Figure 5 where the behavior of the system without 
Reactions 13a and 13b is plotted. Radical production by ozonolysis 
represents an important part of the chain initiation throughout the entire 
course of reaction. The time of the induction period and the time of 
conversion of N O to N 0 2 are lengthened by deleting these reactions. 
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30 PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

The rate of C 3 H e consumption after the N 0 2 maximum is markedly 
reduced because the major loss processes during this stage are direct 
ozonolysis and ozonolysis-initiated chain reactions. The propylene decay 
and ozone formation therefore depart qualitatively and quantitatively 
from the experimental data. 

Chain Oxidation of Propylene by O H Radicals. The potential role 
of O H radicals in explaining the excess rate of olefin consumption was 
discussed by Leighton in his monograph in 1961 (25), but no definite 
assessment of the importance was possible at that time. A quantitative 
analysis of the crucial role of an O H chain in explaining the excess rate 
during the N O - N 0 2 conversion was made by the authors in 1969 (11). 
This was an early report of our analysis of the data discussed here. 
Heicklen presented an independent discussion of this question (6). 

In the previous discussion of O-atom and 0 3 reactions, the hydroxyl 
radical is a prominent product. As wi l l be seen later, O H radicals are 
also produced in the photolyses of aldehydes and nitrous acid. The 
resulting O H chain mechanism for propylene is summarized below: 

•OH + C H 3 C H = C H 2 = C H 3 C H - C H 2 O H (32) 

C H 3 C H - C H 2 O H + 0 2 

0 0 · 

I 
C H 3 C H - C H 2 O H + N O 

0 0 · 

I 
2 C H 3 C H C H 2 O H 

0 0 · 

I 
C H 3 C H C H 2 O H + H 0 2 

0 · 
C H 3 C H - C H 2 O H 

• C H 2 0 H + 0 2 

Η 0 2 · + N O 

0 0 · 
I 

= C H 3 C H - C H 2 O H (33) 

Ο­
Ι 

= N 0 2 + C H 3 C H C H 2 O H (34) 

0 · 

= 2 C H 3 C H C H 2 O H + 0 2 (35) 

O O H 

= C H 3 C H C H 2 O H + 0 2 (36) 

0 

= C H 3 C H + C H 2 O H (37) 

0 

I I 
= H C H + Η 0 2 · (38) 

= N 0 2 + -OH (39) 
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2. Νίκι, DABY, AND WEINSTOCK Mechanisms of Smog Reactions 31 

Several other termination reactions involving H 0 2 and O H have been 
discussed above. 

The sensitivity of the reaction kinetics to the O H chain is illustrated 
in Figures 6 and 7 where the rate constant for Reaction 32 is taken to 
be half of the value given in Table A I and twice that value. The 
N O - N 0 2 conversion and the concomitant consumption of propylene and 
formation of ozone are markedly affected. The effect of leaving the O H 
chain entirely out of the mechanism was discussed above.with the sim­
plified mechanism. 

Oxidation of Aldehydes. Formaldehyde and acetaldehyde are major 
oxidation products of propylene that participate in smog reactions in 

Time (min) 

Figure 6. Effect of reaction of OH with C3H6. A calculation with 
k32 = 8.5 X 10~12 (dashed lines) is compared with the reference calcu­

lation, k32 = 1.7 X 10~n cm8 molecule1 sec'1 (solid lines). 
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32 PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

' 0 50 100 150 
Time (min) 

Figure 7. Effect of oxidation of C3H6 by OH. A calculation with k32 

= 3.4 X 10'11 (dashed lines) is compared with the reference calcula­
tion, k32 = 1.7 X 10~n cm3 molecule'1 sec'1 (solid lines). 

numerous ways. For example, these aldehydes undergo photodissocia­
tion at wavelengths longer than 3000 A to provide a photochemical source 
of chain carriers: 

0 Ο 

H C H + hv = Η · + H C - (56a) 

Ο Ο 
i l i l 

C H 3 C H + Av = C H 3 · + H C · (57) 
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2. NIKI, DABY, AND WEINSTOCK Mechanisms of Smog Reactions 33 

The photodissociation rate of these steps was not derived for this experi­
ment because spectral distribution data of the light source used was not 
reported. The values given in Table A I for 56a and 57 are 1% of the 
photodissociation rate of N 0 2 in this system according to Leightons 
estimates for sunlight (25). In Figure 8 the effect of 56a and 57 on the 
system is shown. The chain initiation stage of the reaction is extended, 
similarly to Figure 4 when the reaction Ο - j - C 3 H 6 was omitted. If 
aldehydes were present as an initial constituent of the system, the time 
for the N O - N 0 2 conversion would be decreased. However, this pre­
diction should await experimental verification. 

50 100 150 
Time (min) 

Figure 8. Effect of aldehyde photolysis. A calculation with k56a = 
k 5 7 = 0 (dashed lines) is compared with the reference calculation, 

k56a = k 5 7 = 6.7 X 10~6 sec'1 (solid lines). 

Pu
bl

is
he

d 
on

 J
un

e 
1,

 1
97

2 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
13

.c
h0

02



34 PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

Also these aldehydes react with atomic oxygen and with O H radicals 
with rate constants that are roughly comparable with those of the re-
actant propylene. 

Ο 
I I 

•OH + H C · (43) 

Ο 

I ! 
H 2 0 + H C · (44) 

Ο 

I I 
•OH + C H 3 C · (45) 

Ο 

I I 
H 2 0 + C H , C · (46) 

The products of these reactions, O H , H C O , and C H 3 C O , have been 
previously shown to be chain carriers, and accordingly the aldehydes wi l l 
sustain chain reactions. One difference between these aldehydes and 
propylene is their relative rate of reaction with ozone, their rate being 
negligible compared with that of propylene. 

Inorganic Reactions. Photooxidation of propylene in the presence 
of oxides of nitrogen involves numerous inorganic reactions. The role of 
the N 0 2 photolysis in initiating O- and 0 3-reactions has already been 
discussed. Another inorganic compound of photochemical interest is 
nitrous acid, H O N O , since it provides another source for O H radicals. 
A reaction scheme for the formation and subsequent photodissociation 

of H O N O is given by: 

N O + N 0 2 + H 2 0 = H O N O + H O N O (53) 

H O N O + H O N O = N O + N 0 2 + H 2 0 (54) 

H O N O + Λν = N O + Ό Η (58) 

Reactions 53, 54, and 58 are not well established, and the rate con­
stants given in Table A I are somewhat speculative. For example, 
Reaction 53 is presumably a termolecular gas phase reaction of N O , N 0 2 , 
and H 2 0 (62), but the possibility of a heterogeneous mechanism cannot 
be entirely eliminated. The photo-dissociation rate for Reaction 58 (63, 
64) is probably an upper limit, based on available experimental data. In 
any case, with the rate constants given in Table A I , exclusion of 

Ο 
I I 

Ο + H C H = 

Ο 

I I 
•OH + H C H = 

Ο 
I I 

Ο + C H S C H = 

Ο 
•OH + C H 3 C H = 
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2. Ν ίκ ι , DABY, AND WEINSTOCK Mechanisms of Smog Reactions 35 

these three reactions from the mechanism would alter little the reaction 
profiles. Even if the equilibrium [ H O N O ] were present, the reaction 
profiles would not be significantly changed. 

Another series of inorganic reactions initiated by the reaction of 0 3 

with N 0 2 are: 

o 3 + N 0 2 = N 0 3 + o 2 (48) 

N 0 3 + N O = N 0 2 + N 0 2 (49) 

N 0 3 + N 0 2 = N 2 0 6 (50) 

N 2 0 6 N 0 2 + N 0 3 (51) 

N 2 0 5 + H 2 0 = H N 0 3 + H N 0 3 (52) 

These reactions provide a mechanism for the consumption of NOo and 
concomitant production of H N 0 3 in the later stages of the smog reaction. 
In this system an equilibrium concentration of N 2 0 5 is maintained by 
Reactions 50 and 51. The formation rate of HNO3 via Reaction 52 was 
estimated from the material balance for nitrogen-containing compounds 
in these experiments. To do this, the loss of NO# was attributed to the 
P A N formation by Reaction 21 and H N 0 3 by Reactions 42 and 52. The 
present estimate for the rate constant of Reaction 52 is several orders of 
magnitude smaller than previous estimates. The value of 1.7 Χ 10" 1 8 

derived by Jaffe and Ford (65) that is often cited does not agree with 
the data of this experiment. Presumably, the discrepancy between the 
value assigned here and that of Jaffe and Ford may result from the 
influence of wall reactions. 

The overall effect of humidity on the smog reactions of propylene 
has been estimated, based on Reactions 48-54 and 58. Figure 9 shows a 
comparison of reaction profiles computed for zero and 50% relative 
humidity. According to the present kinetic model, the humidity effect 
seems to be rather slight. However, this prediction should be further 
verified experimentally. Existing smog chamber results on the humidity 
effect are not definitive and are frequently conflicting (66, 67,68). 

The chemical role of C O in smog reactions is examined by the 
following O H chain: 

•OH + CO = C 0 2 + H · (55) 

H · + 0 2 + M = H 0 2 · + M (19) 

H 0 2 · + N O = N 0 2 + O H (39) 
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36 PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

The rate constant for the reaction of O H with C O is about two 
orders of magnitude smaller than that for the reaction of O H with 
propylene. Hence, the smog reactivity of C O based on the N O - N 0 2 

conversion rate should be roughly two orders of magnitude smaller than 
that of propylene. The kinetic role of C O was examined more quanti­
tatively by calculating the effect of the addition of high concentrations 
of C O to the C 3 H 6 - N O t f system. A typical result is shown in Figure 10 
where 100 ppm C O was added to the system. The addition of C O 
shows two characteristic effects. The N O - N 0 2 conversion in the initial 
stages of the reaction is accelerated, but in the later stages 0 3 formation 

' 0 50 100 150 
Time (min) 

Figure 9. Effect of H20. A calculation with [H2O']0 = 0 ppm 
(dashed lines) is compared with the reference calculation, [H^O] 0 = 

2.2 X 104 ppm =50% relative humidity (solid lines). 
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2. Ν ί κ ι , DABY, AND WEINSTOCK Mechanisms of Smog Reactions 37 

' 0 50 100 150 
Time (min) 

Figure 10. Effect of addition of CO. A calculation with [ C O ] 0 = 
100 ppm (dashed lines) is compared with the reference calculation, 

[CO] 0 = 0 ppm (solid lines). 

and consumption of propylene and N 0 2 is reduced. This occurs because 
the chemical fate of the H 0 2 radicals changes during the course of the 
smog reaction. In the early stages of the reaction, H 0 2 is effectively 
removed by Reaction 39 to propagate the O H chain while in the later 
stages H 0 2 is largely removed by the termination Reaction 40 and does 
not contribute to the regeneration of chain carriers. This predicted 
effect of C O is consistent with some experimental data (69, 70). How­
ever, in this analysis C O was assumed to react only with O H and not 
with other RO and R 0 2 radicals. Although this assumption is plausible, 
further experimentational verification is desirable. 
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38 PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

Discussion 
Photochemical reactions in smog chambers have been studied to 

understand the generation of photochemical smog in the atmosphere, 
particularly in the Los Angeles Basin. The smog chamber studies have 
accordingly been designed to simulate atmospheric conditions as closely 
as possible. The results of these studies have been used as a basis of 
abatement strategy for the alleviation of smog although there have been 
a number of experimental limitations to this approach. The present 
analysis departs from this method. Instead, the experimental data have 
been used to derive a detailed mechanism for the chemical behavior of 
the propylene—NO# system to provide a framework to analyze the more 
complicated atmospheric problem. From this analysis a number of criti­
cal elementary reactions have been identified for which quantitative 
information about the kinetics and mechanism is lacking. One aspect of 
our research program has been directed toward fulfilling this need. 
Where this information is lacking, estimates have been made that are 
consistent with the overall experimental behavior but which are not 
intended to be mere parametric fitting of the data. Perhaps the weakest 
area of our knowledge is that of the ozone chemistry. This is somewhat 
unfortunate because the main focus of abatement strategy has been on 
ozone. Some of the key questions are discussed below in terms of the 
detailed mechanism and its relation to the atmospheric chemistry. 

Effect of Light Intensity. The primary effect of light intensity in this 
system is on the photodissociation of N 0 2 , H O N O , and aldehydes. Of 
these the photolysis of N 0 2 is the most important. As was shown in 
Equations III and IV, the concentrations of the two major chain initia­
tors, Ο and 0 3 , are directly proportional to the light intensity. The 
O-atom concentration is also proportional to the N 0 2 concentration, but 
the 0 3 concentration is, more complicatedly, also proportional to [ N 0 2 ] / 
[ N O ] . Figure 11 shows the marked effect of reducing the light intensity 
by a factor of 2 for the detailed mechanism developed here. However, 
in the early stages of the reaction the effect is nearly linear, and the 
reaction profiles would nearly superimpose if the time scale were reduced 
by a factor of two. Kinetic indices, such as the half-time and the maxi­
mum rate for N O — N 0 2 conversion that are most commonly used to 
describe smog reactivity, show a linear dependence on light intensity 
agreeing with this calculation because they stress the early stage of the 
reaction. There is some departure from linearity if one considers the 
half-time for propylene consumption, which extends beyond the initial 
reaction stage. More significantly, the terminal ozone concentration is 
decreased by much less than a factor of two. This is expected because 
as shown by Equation IV, the 0 3 concentration is also a function of 
[ N 0 2 ] / [ N O ] , and this ratio is a complex function of the light intensity. 
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2. Νίκι, DABY, AND W E i N S T O C K Mechanisms of Smog Reactions 39 

0 50 100 150 
Time (min) 

Figure 11. Effect of light intensity. A calculation with the light 
intensity reduced by a factor of 2 from the reference value (dashed 

lines) is compared with the reference calculation (solid lines). 

Furthermore, the approximation used to derive Equation IV from Equa­
tion II, &o3 [ C 3 H 6 ] < < fc3 [ N O ] , is no longer valid for evaluating the 
terminal ozone concentration. Since the terminal ozone concentration is 
defined by the A i r Quality Standard (122) as the index of smog severity, 
these considerations are particularly important in modeling atmospheric 
data. 

Other factors relating to the light source that are significant in the 
application of this model to atmospheric conditions are the diurnal 
variation of intensity and spectral distribution. This should also add a 
complex nonlinear aspect to the analysis. 

Finally, the absolute value of kx of 0.4 min" 1 , used for the photo-
dissociation of N 0 2 in this analysis is uncertain to about 30%. This 
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40 PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

uncertainty has been previously discussed (22, 57) and arises from 
uncertainties in the measurement of kd and in the factor relating fci to 
kd. The major effect that this would have on this analysis would be to 
change the value estimated for fc39, the rate constant for the reaction of 
H 0 2 with N O . 

ι 1 r 

0 50 100 150 
Time (min) 

Figure 12. Effect of initial N02 concentration. A calculation with 
[NO2~\0 = 0.01 ppm (dashed lines) is compared with the reference 

calculation, [NO2~]0 = 0.05 ppm (solid lines). 

Effect of Initial N 0 2 Concentration. In laboratory studies conducted 
to simulate atmospheric photochemical smog, a serious effort is usually 
made to start the experiment with low initial concentrations of N 0 2 . In 
the data of Altshuller et al. studied here [ N O 2 ] 0 was 0.05 ppm; in other 
studies [ N O 2 ] 0 had lower values (15, 16, 17, 18, 19, 20), and in most of 
the studies reported [ N O 2 ] 0 was not even specified. The effect of reduc-
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2. Νίκι, DABY, AND WEINSTOCK Mechanisms of Smog Reactions 41 

ing [ N 0 2 ] ο from 0.05 to 0.01 ppm is shown in Figure 12. The induction 
period is increased significantly because a reduction in [N0 2 ] o results 
in lower O-atom and 0 3 concentrations (Equations III and IV) and 
consequently decreased chain initiation rates. A qualitatively similar 
effect was seen in Figure 4 when the O-atom reaction with propylene 
( Reaction 4 ) was omitted from the reaction scheme. As mentioned 
earlier, since most interpretations of smog chamber data generally empha­
size the first stage of the reaction, consideration of this effect of [ N O 2 ] 0 

would resolve some discrepancies found by different investigators. For 
example, the oxidation rate of propylene found by Glasson and Tuesday 
(17) in a study similar to that analyzed here (13) differed significantly 
from that of Altshuller et ah This difference could be largely explained 
by the difference in [ N O 2 ] 0 used in the two experiments (11). 

Atmospheric conditions with respect to [ N O 2 ] 0 are quite different 
from the laboratory experimental conditions. In polluted atmospheres 
the N 0 2 to N O ratio is never as low as used in this experiment, and on 
days of severe smog the early morning concentrations of N 0 2 are often 
equal to that of N O (71). The induction period, therefore, is less 
important under real atmospheric conditions than in laboratory experi­
ments. Since many of the parameters describing laboratory results give 
great weight to the induction period, the application of these parameters 
to the interpretation of atmospheric data requires more detailed analysis 
than has previously been done. 

Effect of NO Concentration. Since N O is the major initial con­
stituent of NOx, a variation in its concentration should affect a number 
of kinetic parameters and give rise to complex effects on the smog reac­
tions. To illustrate the net effect of a variation in [ N O ] 0 , a reaction 
profile has been computed by reducing [ N O ] 0 to 0.5 ppm from the refer­
ence value of 0.97 ppm with [ N O 2 ] 0 and [ C 3 H 6 ] 0 unchanged. The 
results are shown in Figure 13. The most striking effect is a substantial 
reduction of the N O — N 0 2 conversion time, as has also been observed 
experimentally (13, 15, 16, 17, 18, 19, 20). This reduction derives from 
two factors. The first is that, despite the decreased concentration of N O , 
the rate of conversion to N 0 2 is roughly the same as in the reference 
calculation. This unusual behavior is primarily the result of higher 0 3 

concentrations, which are governed by the ratio, [ N 0 2 ] / [ N O ] (Equa­
tion IV ). Having the same rate and half as much N O to convert to N 0 2 , 
the conversion time is about cut in half. Also, propylene consumption is 
enhanced, another consequence of the earlier rise in 0 3 concentration. 

The more rapid N O conversion and propylene consumption that 
result from a decrease in the initial N O concentration have been cited as 
an index of increased smog severity with the corrollary conclusion that 
a decrease in N O concentration in urban atmospheres may result in 
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42 PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

0 50 100 150 
Time (min) 

Figure 13. Effect of initial NO concentration. A calculation with 
[ΝΟ]0 = 0.50 ppm (dashed lines) is compared with the reference 

calculation, [NO] 0 = 0.97 ppm (solid lines). 

greater smog intensity (15). However, this behavior is largely influenced 
by changes that occur in the early stages of the reaction. Since the early 
stages of the reaction are less important under atmospheric conditions, 
this conclusion may not be entirely valid. In Figure 13 an example of the 
questionable validity of this conclusion is shown. Despite the fact that 
0 3 builds up more rapidly with the lower initial concentration of N O , 
its peak value is lower than that in the reference experiment. Further­
more, although not shown in Figure 13, the concentrations of nitrogen 
containing smog products, such as P A N and nitric acid, are also reduced. 

Effect of C 3 H 6 Concentration. Variation of the propylene concen­
tration gives rise to complex changes in the reaction parameters that are 
similar to those that resulted from a variation in the N O concentration. 
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2. Ν ίκ ι , DABY, AND WEINSTOCK Mechanisms of Smog Reactions 43 

To illustrate this, the reaction profile for a factor of two reduction in 
[ C 3 H 6 ] without change in [ N O ] 0 and [N0 2 ] o is plotted in Figure 14. 
The time for conversion of N O to N 0 2 is nearly doubled as is the time 
to consume half of the propylene. These parameters are characteristic 
of the early stages of the reaction where propylene participates in chain 
initiation by Reactions 4a and 13 and in chain propagation by Reaction 
32. This predicted behavior agrees with smog chamber observations 
that pertain chiefly to the earlier stages of the reaction. (13, 15, 16, 17, 
18, 19, 20). The later stage of the reaction is not shown because >—' 300 
minutes are required to reach the terminal ozone concentration. Here 
the effect of reducing the initial propylene concentration by a factor of 
two is not as pronounced. The value for this calculation is 0.64 ppm 

50 100 150 
Time (min) 

Figure 14. Effect of initial C3H6 concentration. A calculation 
with \CSH6~\0 = 1.12 ppm (dashed lines) is compared with the 

reference calculation, [ C 3 H 6 ] 0 = 2.23 ppm (solid lines). 
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0.20 

Ε Q. Q. 

Φ 
Ο C Ο 
ο 

0.15 h 

0.10 

0.05 

100 

Time (min ) 
Figure 15. Effect of dilution. In this calculation, the initial con-
centrations of propylene (0.2 ppm), nitric oxide (0.1 ppm), and 
nitrogen dioxide (0.005 ppm) are reduced by a factor of 10 from 

the reference concentrations. 

compared with 0.76 for the reference calculation. The total amount of 
nitrogen containing smog products are the same in the two systems. 

This qualitative behavior is analogous to observations in the Los 
Angeles Basin. There hydrocarbon levels have been reduced without 
equivalent reduction in NO^, and presumably ozone formation in the 
vicinity of downtown Los Angeles has decreased while a similar decrease 
has not occurred in areas downwind where the reacting air mass has 
experienced a longer reaction time (72). 

Effect of Dilution. A discussion of the variation of N O and C 3 H 6 

concentrations separately is not complete without considering the effect 
of their relative concentration or the [ C 3 H 6 ] / [NO] ratio. In a complex 
system of this type where there are multiple competing reactions, the 
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2. Ν ί κ ι , DABY, AND WEINSTOCK Mechanisms of Smog Reactions 45 

effect of dilution on the reacting species may be extremely nonlinear. 
Several calculations have been made on the effect of dilution on the 
reference system, keeping the ratio of [ C 3 H 6 ] to [NO*] nearly constant. 
The extreme case for which calculations were made is shown in Figure 
15 where the concentrations have been reduced by a factor of ten. The 
most significant effect of dilution is that the N 0 2 consumption to form 
nitrogen containing smog products is substantially reduced while the 
time to reach the N 0 2 maximum concentration is relatively unaffected. 
This latter behavior is a consequence of the fact that the initiation rates 
by Reactions 4a and 13 are proportional to the concentration of propylene 
while the corresponding rates for termination by Reactions 41 and 42 
are proportional to the NO^ concentration. The chain length in this early 
stage of the reaction is then proportional to the ratio, [ C 3 H 6 ] / [ N O J . 
Since the time to reach the maximum concentration of N 0 2 depends 
largely on the O H chain, it is not greatly affected by dilution of C 3 H 6 

and of NOx if the ratio of their concentrations is kept constant. One 
reason for the decrease in N 0 2 consumption is that removal of N 0 2 

through ozonolysis and P A N formation is drastically reduced because 

Table I. Relative Rate Constants and Reactivity 

Compound Relative Rate Constants Reactivityd 

~Ô~a Ô76 0H~C 

Olefins 
Ethylene 0.2 0.3 0.1 0.3 
Isobutene 4.4 1.7—2 2.5 1 
Trans-2-butene 4.9 2.8—36 4.2 4 
2-Methyl-2-butene 14 2.4 7.1 6 
Tetramethylethylene 18 3.1—62 8.6 17 

Aromatics 
Benzene .007 — <0.05 0.1 
Xylene — <0.2 1.1 1 

Aldehydes 
Formaldehyde 0.05 — 0.9 0.7 
Acetaldehyde .15 — 0.9 0.7 
Propionaldehyde —.2 — 1.8 2 

Alkanes 
n-Butane .008 — 0.24 0.2 

° F r o m References 33, 35, 79, and 80, relative to kA. 
b F r o m Reference 29, relative to kn. 
c F r o m Reference 59, relative to A;32. 

d F r o m References 20 and 121, relative to propylene reactivity , based on the rate 
of conversion of N O to N 0 2 . 
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46 PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

of the decreased concentrations of all of the reacting species. Another 
reason is that N 0 2 must compete with molecular oxygen for the radical 
precursors to form nitrogen containing products—e.g., in Reactions 11 
and 9 and in 31 and 29. 

The time required to consume half of the propylene for this tenfold 
dilution is increased by only a factor of two. This is because the halftime 
is largely expended in the early stage of the reaction, which is relatively 
unaffected. This shows further that the halftime for hydrocarbon con­
sumption need not correlate with smog intensity. 

The ozone formation rate is substantially reduced, but its terminal 
value at 300 minutes is only reduced by 50% from that derived for a 
tenfold greater concentration. This predicted insensitivity of the terminal 
ozone concentration to reactant concentrations suggests that ozone may­
be a poor index of air quality at low concentrations. 

Effect of Other Hydrocarbons. The complex role of C 3 H 6 in this 
system has been analyzed in terms of its reactions with O, 0 3 , and O H , 
and a similar analysis is applied to determining the role of other hydro­
carbons in the smog chemistry. Relative rate constants for the reactions 
of a number of hydrocarbons with O, 0 3 , and O H hydrocarbons are 
presented in Table I, together with the relative reactivities of these 
hydrocarbons based on N O — N 0 2 conversion rates observed in smog 
chambers. The relative O H rate constants correlate remarkably well 
with the reactivities for all the types of hydrocarbons listed in the table. 
By contrast, the O-atom and 0 3 rates correlate with the reactivities only 
for the olefinic compounds. For the aromatics, aldehydes, and alkanes 
in the table, the relative O-atom and 0 3 rate constants are negligibly 
small compared with the relative reactivities. The relative O H rate 

Table AI. Complete 

Reaction 

Photolysis of Nitrogen Dioxide 
N 0 2 + hv ' —> N O + Ο 
Ο + 0 2 + M -> 0 3 + M ( = air) 
N O + 0 3 -> N 0 2 + 0 2 

Oxidation of Propylene by 0-Atom 
Ο 
I I 

Ο + C H 3 C H = C H 2 -> C H 3 C H 2 · + H C · 
Ο 
I I 

—> C H 3 C H 2 C H 

(1) 
(2) 
(3) 

(4a) 

(4b) 
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2. Νίκι, DABY, AND WEINSTOCK Mechanisms of Smog Reactions 47 

constants have only recently been measured (59) and explain one puz­
zling aspect of reactivity scales—i.e., the poor correlation with O-atom 
and 0 3 rate constants for many hydrocarbon classes. 

As has been discussed in some detail, O H plays its principal role in 
the conversion of N O to N 0 2 during the early stages of the reaction. 
Wi th respect to the N O to N 0 2 conversion, all of the hydrocarbon classes 
of Table I have more or less comparable reactivity. Therefore, the pro­
cedure used to evaluate the effective hydrocarbon concentration of atmos­
pheric mixtures—i.e., measuring the ppm concentration of nonmethane 
hydrocarbons, should give a reliable average hydrocarbon concentration 
for predicting the N O - N 0 2 conversion rate. However, the later stage of 
the reaction which governs the terminal concentrations of ozone and 
nitrogen-containing smog products is dominated by ozonolysis reactions. 
Since the various hydrocarbon classes in Table I have markedly different 
rate constants for reaction with ozone, this simple averaging procedure 
should be inapplicable for predicting the levels of terminal products. 
For example, hydrocarbon abatement regulations that are already in 
force and that are planned for the future may result in an increased 
relative concentration of alkanes in urban areas where they are present 
as background hydrocarbons (73, 74, 123). While the general decrease 
in hydrocarbon concentration wi l l result in decreased ozone formation, 
the terminal ozone concentration may be much less affected because the 
removal of ozone by reaction with hydrocarbons wi l l be largely curtailed 
while its net formation by increase in the [ N 0 2 ] / [NO] wi l l be sustained 
by hydrocarbons such as butane that are unreactive with ozone. This 
form of synergism needs careful consideration to understand whether or 
not the Air Quality Standard for ozone is attainable. 

Reaction List 

Rate Constanta References 

6.6 ( 
6.0 ( 
2.0 ( 

3) 
34) 
14) 

15,21,22,25,121 
28,76,77 
21,22,28,29,121 

1.2 ( 12) 25,29,32,33,34,35,36,37,38,39,40,41,42,43,U 

8.0 ( 13) 25,29,32,33,34,35,36,37,38,39,40,41,4®,43,U 
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PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

Table AI. 

Reaction 

(4c) 
(5) C H 3 C H 2 · + 0 2 

(6) C H 3 C H 2 0 0 · + N O 
(7) 2 C H 3 C H 2 0 0 · 
(8) C H 3 C H 2 0 0 · + H 0 2 • 

(9) C H 3 C H 2 0 · + 0 2 

(10) C H 3 C H 2 0 · + N O 
(11) C H 3 C H 2 0 + N 0 2 

Ο 
I I 

(12) H C · + 0 2 

Ο 
/ \ 

C H 3 C H CH2 

C H 3 C H 2 0 0 · 
N 0 2 + C H 3 C H 2 0 · 
2 C H 3 C H 2 0 · + 0 2 

C H 3 C H 2 O O H + 0 2 

Ο 

C H 3 C H + H 0 2 · 
C H 3 C H 2 O N O 
C H 3 C H 2 O N 0 2 

H 0 2 · + CO 

Oxidation of Propylene by Ozone 
Ο 

(13a) 0 3 + C H 3 C H = C H 2 

(13b) 

(14) 

(15) 

(16) 

(17) 

+ -
H C H O O + 0 2 

+ -
CH3CHOO + 0 2 

ο 

I I 
H C O O · + N O 

Ο 
H C O O · + N 0 2 

Ο 

(18) H C O · 
(19) Η · + 0 2 + M 

Ο 
I I 

(20) C H 3 C O O · + N O 
Ο 
I I 

(21) C H 3 C O O · + N 0 2 

+ - I I 
H C H O O + C H 3 C H 

Ο 
+ - I I 

C H 3 C H O O + H C H 
Ο 

I I 
•OH + H C O O · 

Ο 
I I 

•OH + C H 3 C O O · 
Ο 
I I 

N 0 2 + H C O · 
Ο 

I I 
N 0 3 + H C O · 
Η · + C 0 2 

H 0 2 · + M 
Ο 
I I 

N 0 2 + C H 3 C O · 
Ο 
I I 

C H 3 C O O N 0 2 

(PAN) 
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2. N I K I , D A B Y , A N D W E I N S T O C K 

Continued 

Rate Constanta 

Mechanisms of Smog Reactions 

References 

1.0 ( -12) 25,29,32,33,34,35,36,37,38,39,40,41,48,43,44 
>2.5 ( -15) 84,85,86,87,88,89,90,91,92,93 

2.0 ( -13) 102,103 
3.0 ( -12) 84,85,86,90,91,115 
3.6 ( -12) 84,85,86,90,91,115 

3.0 ( - 1 8 ) 84,85,86,87,90,91 
6.7 ( -13) 103,114 
2.0 ( -12) 103 

>2.0 ( -15) 84,85,86,87,95 

5.4 ( -18) 21,22,25,29,46,47 

6.5 ( - 1 8 ) 21,22,25,29,46,47 

1.0 ( -18) 21,22,25,46,47 

1.0 ( -18) 21,22,25,46,47 

1.0 ( -12) 57,102,103 

1.5 ( -14) 57,102,103 

1.0 (+12) i04 ,Î05 
1.2 ( -32) 28,29,82,83 

1.0 ( -12) i00,J0S 

1.5 ( -14) 57,102,103,121 
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P H O T O C H E M I C A L S M O G A N D O Z O N E R E A C T I O N S 

Table AI . 

Reaction 

0 0 

(22) CH3COO · + H0 2 · -* CH3COOH + 0. 
0 0 

(23) 2CH 3COO · -» 2CH3CO · + 0 2 

0 
1 ! 

(24) II 
CH3CO · 

—> C H 3 · + C0 2 

(25) C H 3 · + 0 2 -» CH3OO · 
(26) CH3OO · + N O -» CH3O · + N0 2 

(27) 2CH3OO · -» 2CH30 · + 0 2 

(28) CH3OO · + H0 2 · - » C H 3 O O H + 0 2 

0 

(29) CH3O · + 0 2 -» H0 2 · + H C H 
(30) CH3O · + N O -* C H 3 O N O 
(31) CH3O · + N0 2 - » CH 3 ON0 2 

OH-Propylene Chain 

(32) •OH + C H 3 C H = C H 2 -> C H 3 C H C H 2 O H 
0 0 · 

(33) C H 3 C H C H 2 O H + 0 2 - » C H 3 C H C H 2 O H 
0 0 · Ο­

(34) J 
C H 3 C H C H 2 O H + N O 

Ι 
-»· N 0 2 + C H 3 C H C H 2 O H 0 0 · 0 · 

J 
(35) J 

2 C H 3 C H C H 2 O H 0 2 + 2 C H 3 C H C H 2 O H 
0 0 · O O H 

(36) J 
C H 3 C H C H 2 0 H + H 0 2 

J 
•-» C H 3 C H C H 2 O H + 0 2 0 · 0 

(37) J 
C H 3 C H C H 2 O H C H 3 C H + C H 2 O H 

0 

(38) • C H 2 O H + 0 2 -> H 0 2 · + H C H 
(39) H 0 2 · + N O - » N 0 2 + -OH 
(40) 2Η0 2 · - » H O O H + 0 2 

(M) 
(41) •OH + N O -»· H O N O 

(M) 
(42) •OH + N 0 2 -> HNO3 
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2. N I K I , D A B Y , A N D W E I N S T O C K 

Continued 

Rate Constant ° 

Mechanisms of Smog Reactions 

References 

3.6 ( -12) 84,85,86,90,91,115 

3.0 ( -12) 84,85,86,90,91,115 

1.0 (+12) 104,105 
> 2.5 ( - 15 ) 84,85,86,87,88,89,90,91 

2.0 ( -13) 102,103 
3.0 ( -12) 84,85,86,90,91,115 
3.6 ( -12) 84,85,86,90,91,115 

3.0 ( -18) 84,85,86,87,90,91 
6.7 ( -13) J0S,iJf4 
2.0 ( -12) ^03 

1.7 ( -11) 21,22,58,59,62,106,107,108,109 

2.0 ( - 1 5 ) 84,85,86,87,88,89,90 

2.0 ( -13) 103,107 

3.0 ( -12) 84,85,86,90,91,115 

3.6 ( -12) 84,85,86,90,91,115 

1.0 (+12) 84,85,86,90,91,115 

1.0 ( -18) 84,85,86,87,90,91 
2.0 ( -13) 29,98,99,100,101 
3.6 ( -12) 28,29,94,114 

1.4 ( -12) 98,99,100,110,111,112,113 

4.1 ( -12) 98,99,100,110,111,112,113 
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52 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

Table AI . 

Reaction 

Formaldehyde Oxidation 
0 0 
I I I I 

(43) 0 + H C H - » -OH + H C · 
Ο Ο 
I l I I 

(44) O H + H C H - » H 2 0 + H C · 
Acetaldehyde Oxidation 

O O 
I l I I 

(45) O + C H 3 C H - » O H + C H 3 C · 
O O 
I l I I 

(46) O H + C H 3 C H - » H 2 0 + C H 3 C · 
O O 
I l I I 

(47) C H 3 C · + 0 2 - » C H 3 C O O · 
Inorganic Reactions (48) N 0 2 + 0 3 -> N 0 3 + 0 2 

(49) N O + N 0 3 - » 2 N 0 2 

(50) N 0 2 + N 0 3 -»· N 2 0 8 

(51) N 2 0 5 -»· N 0 2 + NO; 
(52) N 2 0 6 + H 2 0 -> 2 H N 0 3 

(53) N O + N 0 2 + H 2 0 -> 2 H O N O 
(54) 2 H O N O —> N O + N 0 2 

(55) •OH + CO —> C 0 2 + H · 

Photolysis of Reaction Products 
0 0 

11 

(56a) H C H + Λν II 
-»· H C · + H · 0 

(56b) H C H + Αν - » H 2 + CO 
O o 

I l I I 
(57) C H 3 C H + h ν - » C H 3 · + H C · 
(ôŜ i ΗΟΧΟ + Λν -> ·ΟΗ + N O 
•39 C H 5 O X O + Λν - » C H 3 0 - + N O 
M ' C H s C H s O X O + Λν - » C H 3 C H 2 0 - + N O 

" Uni t? of rate constants (300°K1: 
First order react ions—sec - 1 : second order react ions—cm 3 mo lecu le - 1 s e c - 1 ; and 

third order react ions—cm 6 molecu le - 2 sec - 1 . (The number i n parentheses refers to the 
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2. NIKI, DABY, A N D WEINSTOCK 

Continued 

Rate Constant" 

Mechanisms of Smog Reactions 

References 

1.8 ( -•13) 43,79,80 

1.6 ( - 11) 43,62,98,108 

3.3 ( - 13) 79,80,81 

1.6 ( -•11) 62,107,108 

2.5 ( - 15) 84,85,86,87,90,91 

7.2 ( - 17) 25,29 
1.0 ( -•ii) 25,29,112,116,121 
3.0 ( -•12) 25,29,111,116,121 
2.3 ( -•i) 25,29,116,117,121 
1.0 ( -•21) 25,26,27,29,63,64 
1.0 ( - 36) 25,26,63,64 
1.9 ( -•17) 25,26,63,64 
1.8 ( -•13) 28,29,82,83 

6.7 ( -•6) 25,26,60,61,78 

6.7 ( -•6) 25,26,60,61,78 

6.7 ( -•6) 25,26,78 
3.0 ( -•6) 25,65 
3.0 ( -•6) 25,114 
3.0 ( -•6) 25,114 

power of ten by which the number outside the parentheses should be multipl ied-
in React ion 60, 3.0 ( - 6 ) = 3.0 X 10~6.) 
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Simulation of Urban Air Pollution 

JOHN H. S E I N F E L D and S T E V E N D. REYNOLDS 

California Institute of Technology, Pasadena, Calif. 91109 

PHILIP M . ROTH 

Systems Applications, Inc., Beverly Hills, Calif. 90212 

Several types of models are commonly used to describe the 
dispersion of atmospheric contaminants. Among these are 
the box, plume, and puff models. None are suitable, how­
ever, for describing the coupled transport and reaction 
phenomena that characterize atmospheres in which chemical 
reaction processes are important. Simulation models that 
have been proposed for the prediction of concentrations of 
photochemically formed pollutants in an urban airshed are 
reviewed here. The development of a generalized kinetic 
mechanism for photochemical smog suitable for inclusion 
in an urban airshed model, the treatment of emissions from 
automobiles, aircraft, power plants, and distributed sources, 
and the treatment of temporal and spatial variations of 
primary meteorological parameters are also discussed. 

Urban airshed models are mathematical representations of atmospheric 
transport, dispersion, and chemical reaction processes which when 

combined with a source emissions model and inventory and pertinent 
meteorological data may be used to predict pollutant concentrations at 
any point in the airshed. Models capable of accurate prediction w i l l be 
important aids in urban and regional planning. These models wi l l be 
used for: 

a. simulation of the effects of alternative air pollution control strate­
gies on pollutant concentrations in the airshed 

b. planning for land use so that projected freeways, industrial sites, 
and power plants may be located where their air pollution potential is 
minimized 

c. determination of the long-term air pollution control strategy which 
accomplishes desired air quality objectives at least cost 
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2. N I K I , D A B Y , A N D W E I N S T O C K Mechanisms of Smog Reactions 59 

d. real-time prediction in an alert warning system, such that an im­
pending air pollution episode may be anticipated and proper preventive 
action taken. 

Acceptance of air pollution models in decision-making wi l l depend 
on the degree of confidence that can be placed in their predictions. The 
validity of a model is established by carefully comparing its predictions 
with air quality data for the particular airshed. Air quality models ca­
pable of predicting concentrations of primary (those emitted directly) 
and secondary (those formed by chemical reaction in the atmosphere) 
contaminants at any time and location in an airshed must clearly be based 
on sound fundamentals of meteorology and chemistry. 

The particular type of air pollution model required depends on its 
expected uses. Models can be classified according to: 

a. the spatial resolution of the predicted concentrations ( the charac­
teristic dimension over which major dependent variables such as wind 
and emissions are averaged) 

b. the temporal resolution of the predicted concentrations ( the char­
acteristic time over which major dependent variables are averaged) 

c. the complexity of the representation of advection, diffusion, and 
chemical reaction processes. 

Typical horizontal spatial resolutions of a model are less than one 
square block, one square block to several square miles, or tens of square 
miles. The particular horizontal spatial scale chosen wi l l depend on the 
size of the region being modeled and the purpose for the model. The 
smallest scale would be used, for example, to represent the canyon effects 
of tall buildings and the area surrounding a freeway. The intermediate 
scale is suitable for modeling an urban airshed. The largest scale would 
be applied to simulate pollutant transport over distances of regional to 
continental dimension. Vertical spatial resolution of a model is deter­
mined by the height where pollutants are expected to mix. Often vertical 
resolution is much finer than horizontal resolution because the vertical 
mixing depth in the airshed is considerably smaller than the horizontal 
distances where pollutants are advected. The Los Angeles Basin, for 
example, occupies roughly 2000 square miles, yet vertical pollutant trans­
port is usually limited by a temperature inversion located at a height of 
about 1000-2000 feet. 

Typical temporal resolutions of the predicted concentrations are sev­
eral minutes to several hours and several months to one year. If the 
temporal resolution of the model is the order of several minutes to several 
hours, the model is generally used to compute concentrations over the 
course of one or more days. If the temporal resolution is several months 
to one year, the model is used to predict the average concentration in 
the airshed over such a time period, usually taking into account the 
frequency of occurrence of various meteorological conditions. 

Pu
bl

is
he

d 
on

 J
un

e 
1,

 1
97

2 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
13

.c
h0

03



60 P H O T O C H E M I C A L S M O G A N D O Z O N E R E A C T I O N S 

Several levels of complexity may be considered in the representation 
of advection, diffusion, and chemical reaction processes in the atmosphere. 
The simplest type of model is the so-called box model wherein pollutant 
concentrations are assumed to be homogeneous throughout the entire 
airshed. The airshed is thus treated as a giant well-mixed vessel ( J ) . 
Also it is assumed that within the airshed: emitted pollutants are 
instantaneously and uniformly mixed, a uniform wind characterizes 
transport, and a constant inversion height is typical of time-averaged 
meteorology. A variant of the box model, consisting of a two-dimensional 
network of interconnected boxes or well-mixed cells, has been proposed 
by Reiquam (2,3,4). In this model the assumptions above apply to each 
cell although the cell volumes and the wind flows may change with time. 
Reiquam applied his model to estimate monthly average pollutant con­
centrations in the Willamette Valley and in Northern Europe. For hori­
zontal spatial resolutions of tens of square miles and temporal resolutions 
of several months to one year, the box model may be used to estimate 
average concentration levels. However, when spatial resolutions of a few 
miles and temporal resolutions of the order of minutes are considered, 
the box model cannot be applied; it cannot properly describe variations 
in concentrations within the airshed. 

The Gaussian plume and puff models, which describe the concentra­
tion distribution of an inert species downwind of a point, line, or area 
source, characterize the next level of complexity of airshed models. In 
the usual applications of these models: 

1. Only inert pollutants are considered. 
2. Wind shear is neglected. 
3. Measures of plume and puff spread are based on experimental 

studies, are independent of height, and are a function of atmospheric 
stability class. 
Plume models have been widely applied during the past decade to 
predict concentrations of C O , S 0 2 , and particulate matter in urban 
areas (see, for example (5), ( β ) , (7), (8), (9), (10), (11), and 
(12)). These models cannot be applied, however, to predict pollutant 
concentrations under varying meteorological conditions or when chemical 
reactions are occurring. Nevertheless, Gaussian plume models often give 
useful estimates of concentrations downwind of strong isolated sources 
under steady meteorological conditions. The puff model, described by 
Roberts et al. (13), extends the plume model in that it is based on the 
Gaussian distribution and the same estimation procedures for dispersion 
parameters. However, by assuming that emissions can be treated as dis­
crete puffs, certain assumptions normally made for the plume model are 
relaxed, notably that of steady state behavior. Chemical reactions cannot 
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be included. Reviews of Gaussian plume and puff models have been pre­
sented by Lamb (14), Seinfeld (15), and Neiburger et al. (16). 

The third level of complexity in airshed modeling involves the solu­
tion of the partial differential equations of conservation of mass. While 
the computational requirements for this class of models are much greater 
than for the box model or the plume and puff models, this approach 
permits the inclusion of chemical reactions, time-varying meteorological 
conditions, and complex source emissions patterns. However, since this 
model consists only of the conservation equations, variables associated 
with the momentum and energy equations—e.g., wind fields and the 
vertical temperature structure—must be treated as inputs to the model. 
The solution of this class of models wi l l be examined here. 

Finally, the most complex and fundamental approach to air pollution 
modeling involves the solution of the full , three dimensional, time varying 
turbulent planetary boundary layer equations for conservation of mass, 
momentum, and energy. The computing speeds and storage capacities 
of the present generation of computers are not sufficiently great that the 
solution of such systems of equations is economically feasible. Thus, we 
wi l l only briefly discuss this approach to atmospheric modeling. 

A model based on the solution of the equations for the mean concen­
trations of each pollutant species requires several components: 

1. a kinetic mechanism describing the rates of atmospheric chemical 
reactions as a function of the concentrations of the various species present 

2. a source description, giving the temporal and spatial distribution 
of emissions from all significant pollutant sources in the airshed 

3. a meteorological description, including wind speed and direction 
at each location in the airshed as a function of time, the vertical atmos­
pheric temperature profile, and radiation intensity. 
The overall model in which the components are imbedded is termed the 
core model. This core model along with the three components, comprises 
a comprehensive representation of the simultaneous transport, mixing, 
and chemical reaction processes which occur in the atmosphere. 

Portions of the material described here are derived from a compre­
hensive airshed modeling program in which the authors are participating 
(17). This chapter focuses on urban airshed models; however novel 
models have been proposed for urban air pollution problems of a more 
restricted scale—particularly, the prediction of concentrations in the 
vicinity of major local sources, notably freeways, airports, power plants, 
and refineries. In discussing plume and puff models earlier we pointed 
out one such class of models. Other work is the model proposed by 
Eschenroeder (18) to predict concentrations of inert species in the vicinity 
of roadways and the modeling of chemically reacting plumes, based on 
the Lagrangian similarity hypothesis, as presented by Friedlander and 
Seinfeld (19). 
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The Governing Equations of Continuity 

The equations of continuity form the basis for practical (i.e., com­
putable) urban airshed models. A short derivation of the semi-empirical 
equations of continuity (or the working equations) stating assumptions 
involved at each step, is presented followed by an expanded discussion 
of certain of these assumptions for a fuller understanding of the range of 
applications of the working equations and their shortcomings and limita­
tions. While the material covered is largely a review of available knowl­
edge, we believe that it is vital that individuals who develop or apply 
airshed models be clearly aware of the assumptions inherent in their 
derivation and thus of the restrictions that limit their applicability. 

A Short Derivation of the Working Equations. Consider Ν species 
in a fluid. The concentration of each must at each instant in time satisfy 
a material balance over a volume element. Thus, any accumulation of 
material over time when added to the net amount of material convected 
into the volume element must be balanced by an equivalent amount of 
material that is produced by chemical reaction in the element, that is 
emitted into it, and that enters by diffusive transport. Expressed mathe­
matically, the concentration of each species must satisfy the continuity 
equation, 

3 3 
% + Σ ~ Μ = Σ Α Ρτ + Ri (ci, · · · ,αν,Τ) + Si (xj) (1) 
οι j=l axJ j = 1 °xi 

i = 1,2, . . . ,N 

where Uj is the ;th component of the wind velocity, is the molecular 
diffusivity of the ith species in air, Rt is the rate of generation of species 
i by chemical reaction, and S f is the addition rate of species i from volu­
metric sources. In addition to the requirement that the Ci satisfy Equation 
(1), the fluid velocities Uj and the temperature T, in turn, must satisfy 
the Navier-Stokes and energy equations, which are coupled through the 
ujy and Τ with the total continuity equation and the ideal gas law. 

Generally, it is necessary to carry out a simultaneous solution of the 
coupled equations of mass, momentum, and energy to account properly 
for the changes in T, c{, and Uj and the effects of the changes in each of 
these variables on each other. In considering air pollution models, how­
ever, it is reasonable to assume that the presence of pollutants in the 
atmosphere does not affect the meteorology to any detectable extent; 
thus, the equations of continuity for contaminant species can be solved 
independently of the coupled momentum and energy equations. Never­
theless, despite this simplification, solution of the coupled momentum 
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and energy equations is a substantial undertaking, the difficulties of which 
we discuss later. Most urban airshed models currently being developed 
are based solely on the equations of continuity for individual species. 
This restricted class of models is studied below, and upon this premise 
we pursue the derivation of the working equations, the semi-empirical 
equations of continuity. 

Since atmospheric flows are turbulent, we may represent the wind 
velocities Uj as the sum of a deterministic and a stochastic component, Uj 
+ u'j. The deterministic component includes that portion of the velocity 
which is known either from measurement or computation while the 
stochastic component represents everything not included in the deter­
ministic component. Replacing Uj by Uj -f- u'j in ( 1 ) gives 

dt dXj (Ûj + u'j)Ci Σ Di ±± + Ri . . .,c*,T) (2) 
7 = 1 dxi 

+ Si (x,t) 

Since the u'j are random variables, the Ci resulting from the solution of 
(2) must also be random variables. ( For convenience, we assume 
at this point that the temperature is constant and thus the dependence of 
Ri on Τ need not be explicitly indicated. It is not necessary to make this 
assumption, but it simplifies the presentation.) 

Let us now assume that, since the Ci are random variables, each c* 
can be decomposed into the sum of a deterministic and a stochastic com­
ponent, <c^> and c'i, respectively. Substituting into Equation (2) and 
averaging over all terms, we find that the mean concentration is governed 
by (assuming simple reactions) 

d<a> , A a r ^ n 

+ , ·5 ι ^7 { U i < C i > ) 

+
 iÇ1-âï7 < U j C i > = + 

Ri ( < C i > ; . . . , < c N » + <Ri (c'i, . . . ,c'N)> + Si(x,t) (3) 
where we have assumed that <c^> = 0. W e note the emergence of the 
cross product term <U'JC'C> and the reaction rate < R i ( c ' i , . . . c'N) >, 
which includes terms of the form <c /

i c /
f c >. 

We now make two further assumptions, that molecular diffusion is 
negligible when compared with turbulent diffusion and that the atmos­
phere is incompressible. Wi th reference to (3) this means that the first 
term on the right hand side of the equation is negligibly small compared 
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d 3 dû · with — <w /
î c ' i > and that the overall continuity equation 2 -τ-1 = 0 can 

dXj j = idXj 

be invoked. W i t h these assumptions the species continuity equations 
become 

d<a> . Â . d<Ci> . Λ d , , 

- * - + Z 1
U i ^ * T + ^ t e , < U l C i > 

= Ri(<Cl>, . . . , < c N » + 

<Ri ( C ' I , . . . , c'N)> + Si (xj) (4) 

W e now complete the derivation by introducing two final assump­
tions, that the turbulent flux <u'fi'i> is linearly related to the gradients 
of <Ci>, 

3 
<u'fi'i> = - Σ Kjk ^g^- j = 1,2,3 (5) 

k=l 

where Kjk is the (j,k) element of a turbulent eddy diffusivity tensor, 
which is generally an unknown function of position and time and that 
terms of the form <c ' i c , j> can be neglected. Invoking these two assump­
tions we find that 

d<d> . . d<d> _ γ - V JL(κ d < c J > \ 

dt + ^ U j dXj ~ k=l d x \ d X k ) 

+ Ri « c i > , . . . , < c n » + Si (x,t) (6) 

If the coordinate axes coincide with the principal axes of the eddy diffu­
sivity tensor K, only the three diagonal components of Κ are non-zero 
elements. Since there is no preferred horizontal direction we let these 
three components be {KH, KH, and Kv). Equation (6) then reduces to 

d<d> Λ Λ d<d> 

^ + U j dx3 

dx \ dx J dy \ dy / 

-f 1(kv + R i + S i (7) 

This simplified form of (1) is the so-called semi-empirical equations of 
continuity, or, as we have referred to them, the working equations. It is 
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the solution of these Ν coupled equations to which we referred earlier 
when we discussed the third level of complexity of airshed models. (The 
Gaussian plume model described above can be obtained by solving equa­
tion ( 7 ) under the assumptions that d<e*> = 0 and û = constant. The 
actual form of the plume model in current use is actually a modified 
version of the analytical solution, adopted for convenience of calculation. ) 

Discussion of the Working Equations. We have made numerous 
assumptions in deriving Equation (7) from the instantaneous material 
balance Equation ( 1 ). Several of these assumptions are related to actual 
atmospheric conditions and are generally valid in commonly occurring air 
pollution situations. 

a. The presence of pollutants in the atmosphere does not cause varia­
tions to occur in temperature and velocity, and thus the equations of 
continuity can be solved independently of the equations of momentum 
and energy 

b. Molecular diffusion is negligible 
c. Atmospheric flow is incompressible 
d. The system under examination is isothermal (an assumption of 

convenience only) 
We have also made certain assumptions relating to the mathematical form 
of the equations: 

e. W i n d velocities and concentrations, as random variables, may be 
represented as the sum of deterministic and stochastic components with 
the average value of the stochastic components of concentration being 
zero (not really an assumption but a definition) 

f. The turbulent fluxes are linearly related to the gradients in the 
mean concentration 

g. Terms of the type < c V ' i > , arising from the inclusion of chemical 
reactions, are negligible. 
Here we examine assumptions (f ) and (g), and we discuss the limitations 
inherent in the working equations (7) that restrict their applicability in 
describing the transport and reactions of air pollutants in the atmosphere. 

The limitations associated with (7) are essentially a consequence of 
the stochastic nature of atmospheric transport and diffusion. Because the 
wind velocities are random functions of space and time, the airborne 
pollutant concentrations are random variables in space and time. Thus, 
the determination of the ch in the sense of being a specified quantity at 
any time, is not possible, but we can at best derive the probability density 
functions satisfied by the Ci. The complete specification of the probability 
density function for a stochastic process as complex as atmospheric dif­
fusion is almost never possible. Instead, we must adopt a less desirable 
but more feasible approach, the determination of certain statisical mo­
ments of Ci, notably its mean, <c ,> . (The mean concentration can be 
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interpreted in the following way. Suppose it were possible to repeat a 
particular day a large number of times with identical meteorological 
conditions. Since the wind velocities are turbulent, they would necessarily 
differ during each repetition. If we calculated an average of the pollutant 
concentrations experienced at each location and time over all the repeti­
tions, we would have computed <c { (x , f )> . Since days can not be 
repeated, a measurement of the concentration of species i is more suitably 
seen as one sample from the hypothetically infinite ensemble of identical 
days. Clearly, an individual measurement may differ considerably from 
the mean <^>.) We have done just this in our earlier derivation; 
Equation (4) is the equation satisfied by the mean concentrations. We 
now examine the nature of this equation and assumptions (f) and (g). 

We note that Equations (4) contain dependent variables < C i > and 
<UjCi>, / = 1,2,3 for all i , and <c'iCfj>. We thus have more dependent 
variables than equations. In general, one possible means for eluding this 
problem is to generate equations which are actually continuity equations 
for the remaining dependent variables. For example, note that Equations 
( 1 ) are written for d. We can derive a similar equation for the dependent 
variable <ju'p?£> by subtracting (4) from (1), leaving an equation in 
c\. We then multiply this resulting equation by u'j, and average over all 
terms. While we have derived the described equation, we have simul­
taneously generated new dependent variables < t t ' / c f > . In general, if 
we generate additional equations for the <U'JC'Ï> and < c ,

Î c ' j > ) we find 
that still more dependent variables appear in these equations. Following 
this procedure, we wi l l always have more variables than equations. This 
problem, arising in the description of turbulent diffusion, is called the 
closure problem for which no general solution has yet been found. 

To terminate the equations we must relate the product moments to 
those of lower order. The simplest, and most common approach for 
dealing with the <u'jc'i> is that embodied in (5), the so-called eddy 
diffusivity assumption. No common methods exist for treating the 
product moments <c'iC'j>, arising when chemical reactions take place. 
It is assumed, therefore, that these terms are small compared with 
those of the type < C i > < c , - > . The key question is: Once we have 
invoked assumptions ( f ) and ( g ) as a means of closure of the equations, 
what limitations are inherent in ( 7 ) as a description of the mean concen­
trations of chemically reactive air pollutants? 

This is not an easy question to answer, nor is it appropriate for us 
to address it in detail in a review paper. Rather, we refer to a detailed 
study of the validity of (7) as well as of other air pollution models that 
has been carried out by Lamb and Seinfeld (20). We restrict this dis­
cussion to a summary of the limitations in (7) which are introduced as 
a result of the eddy diffusivity hypothesis. In particular, Lamb and 
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Seinfeld have shown that the working equation (7) is valid, provided 
that the following conditions are met: 
smooth over ranges of the order of the integration time step At and the 
distance over which a particle wi l l travel in time interval At. 

1. Spatial and temporal variations in the source emissions S(x,t) are 
2. The spatial and temporal inhomogeneities i n the turbulence are 

of such scales that a particle released anywhere in the fluid wi l l , over an 
interval At, behave as though it were in a field of stationary, homogeneous 
turbulence. In other words, the integration time step At should be much 
larger than the Lagrangian time scale of the turbulence. 

3. The time scale of the rate controlling reactions described by 
R(ct,... ,cN) is much larger than the Lagrangian time scale of the 
turbulence. 
Assuming that these conditions are met and that the eddy diffusivities 
KH and Kv are specified as functions of space and time, Equation (7) 
provides adequate representation of mean concentrations. Because the 
diffusivities are essentially empirical parameters to be determined from 
experimental data, the accuracy of (7) depends upon the degree to 
which atmospheric conditions at a location of interest correspond to the 
conditions under which the diffusivities were measured. 

We have outlined those conditions under which the working equa­
tions apply; we must remember that (7) is not a universally valid set of 
equations for the mean concentrations of air pollutants. It can be justified 
only under rather limited circumstances. The problem of deriving more 
widely valid equations for atmospheric transport diffusion, and chemical 
reaction remains unsolved at this time. 

Urban Airshed Models 

Several approaches to airshed modeling based on the numerical 
solution of the semi-empirical equations of continuity (7) are now dis­
cussed. We stress that the solution of these equations yields the mean 
concentration of species i and not the actual concentration, which is a 
random variable. We emphasize the models capable ot describing con­
centration changes in an urban airshed over time intervals of the order 
of a day although the basic approaches also apply to long time simulations 
on a regional or continental scale. 

We divide the airshed models discussed here into two basic cate­
gories, moving cell models and fixed coordinate models. In the moving 
cell approach a hypothetical column of air, which may or may not be 
well mixed vertically, is followed through the airshed as it is advected 
by the wind. Pollutants are injected into the column at its base, and 
chemical reactions may take place within the column. In the fixed co­
ordinate approach the airshed is divided into a three-dimensional grid, 
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which can be envisioned as stacked layers of cells, each cell being perhaps 
1—2 miles on a side and a few hundred feet high. This grid is then used 
as a basis for the numerical solution of the Ν coupled equations (7). 
In fluid mechanical terms the moving cell approach is Lagrangian, and 
the fixed coordinate approach is Eulerian. Each of the approaches has 
characteristics which suggest its use in particular air pollution modeling 
applications. 

Moving Cell Approaches. As we have noted, the principal feature 
of the moving cell approach is that concentration changes in a hypo­
thetical parcel of air are computed as the parcel traverses the airshed. 
The parcel is visualized as a vertical column of air of fixed area and 
variable height with the top of the column being defined by the base 
of an elevated inversion or, in the absence of an inversion, by an esti­
mated maximum mixing height. The motion of the air column is assumed 
to correspond to the local instantaneous wind speed and direction, thereby 
tracing out a particular surface trajectory in the airshed. 

The following assumptions are inherent in this model: 
a. There is no horizontal transport of material across the boundaries 

of the parcel. (There is no way to include horizontal diffusive transport 
between the column and the environment.) 

b. There is no change in the horizontal wind velocity with height. 
c. Vertical advection is neglected—i.e., the vertical component of the 

wind does not exist. 
The basic assumption of the approach is that a parcel of air maintains 
its integrity while traversing the airshed. It is unlikely that this ever 
occurs in the atmosphere over the time scales of interest. 

Since horizontal transport across the boundaries of the column is 
neglected and since it moves with the average ground-level horizontal 
wind velocity, the column may be mathematically represented as a hori­
zontally uniform but vertically non-uniform column with a time-varying 
source of pollutants at the base. Thus, the only independent variables 
are time t and vertical distance z. The concentration of species i at time t 
and height ζ in the column Ci(z,t) (From this point on we use c f to denote 
< Q > , the mean concentration of species i.) is determined by integration 
of the abridged form of (7), 

The initial condition for ( 8 ) is that the concentration within the column 
at the beginning of the traversal be given—i.e., 

(8) 

d (z,0) = c i ( (9) 
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The boundary conditions on ζ at the ground, ζ = 0, and the inversion base 
(or top of the column), z = H(t), are given by 

- Kv(0) ^ = Qiit) ζ = 0 (10) 

- AV(H) ^ = 0 ζ = H (fi) (11) 

where Q%(t) is the flux of species i from ground-level sources, S$ is the 
volumetric rate of emission of species i from elevated sources, and H(t) 
is the height of the column as a function of time. The movement of the 
column is mathematically reflected only in Qi(t) and H(t). A n approach 
based on (8) to (11) has been developed by Eschenroeder and Martinez 
(21) for Los Angeles. 

A simplified version of ( 8 ) results if we neglect vertical inhomogenei-
ties in the column. Then c{ = Ci(t) only and (8) reduces to 

= VR{ (ch . . . ,c») + AQi + YSi (12) 

where the column is simply a well-mixed vessel having a volume V , a base 
area A , and a time varying pollutant input AQi + VS^. The advantage 
of using (12) over ( 8 ) - ( l l ) is mainly computational since (12) con­
sists only of a set of ordinary differential equations rather than a set of 
partial differential equations. Wayne et al. (22) have used an approach 
based on (12) for the Los Angeles Basin. 

We stress that the moving-cell approach is not a full airshed model 
nor is it intended as such. Rather, it is a technique for computing con­
centration histories along a given air trajectory. It is not feasible to use 
this approach to predict concentrations as a function of time and location 
throughout an airshed since a large number of trajectory calculations 
would be required. 

The moving cell approach has the following advantages: 
a. It is computationally advantageous to avoid the integration of ( 7 ) 

in all three spatial dimensions and time. 
b. The concentration history along an air trajectory can be traced, 

thereby permitting an assessment of the effect of specific sources at 
locations downwind of these sources. 
It has the following deficiencies: 

a. The concept of an identifiable parcel of air is oversimplified since 
such an entity never exists in a turbulent atmosphere over time scales of 
interest. 

b. There is no way to include convergence and divergence phenom­
ena in the wind field, and the resulting vertical advection of air. 
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c To determine the concentration at a given location and time, it is 
necessary to trace the trajectory backward in time to the point where 
it entered the airshed. Since the only reason for this calculation is to 
ascertain the starting point of the trajectory, its inclusion constitutes an 
inefficiency inherent in the approach, particularly when a large number 
of trajectories must be computed. 

Fixed Coordinate Approaches. In the fixed coordinate approach to 
airshed modeling, the airshed is divided into a three-dimensional grid for 
the numerical solution of some form of (7), the specific form depending 
upon the simplifying assumptions made. We classify the general methods 
for solution of the continuity equations by conventional finite difference 
methods, particle in cell methods, and variational methods. Finite differ­
ence methods and particle in cell methods are discussed here. Variational 
methods involve assuming the form of the concentration distribution, 
usually in terms of an expansion of known functions, and evaluating 
coefficients in the expansion. There is currently active interest in the 
application of these techniques (23); however, they are not yet sufficiently 
well developed that they may be applied to the solution of three-dimen­
sional time-dependent partial differential equations, such as (7). For 
this reason we wi l l not discuss these methods here. 

The principal numerical problem associated with the solution of 
(7) is that lengthy calculations are required to integrate several coupled 
nonlinear equations in three dimensions. However, models based on a 
fixed coordinate approach may be used to predict pollutant concentra­
tions at all points of interest in the airshed at any time. This is in contrast 
to moving cell methods, wherein predictions are confined to the paths 
along which concentration histories are computed. 

F I N I T E - D I F F E R E N C E M E T H O D S . The numerical analysis literature 
abounds with finite difference methods for the numerical solution of 
partial differential equations. While these methods have been success­
fully applied in the solution of two-dimensional problems in fluid mechan­
ics and diffusion (24, 25), there is little reported experience in the solution 
of three-dimensional, time-dependent, nonlinear problems. Application 
of these techniques, then, must proceed by extending methods success­
fully applied in two-dimensional formulations to the more complex prob­
lem of solving ( 7 ). The various types of finite-difference methods appli­
cable in the solution of partial differential equations and their advantages 
and disadvantages are discussed by von Rosenberg (26), Forsythe and 
Wasow (27), and Ames (28). 

The principal considerations in* choosing a finite-difference method 
for (7) are accuracy, stability, computation time, and computer storage 
requirements. Accuracy of a method refers to the degree to which the 
numerically computed temporal and spatial derivatives approximate the 
true derivatives. Stability considerations place restrictions on the maxi-
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3. S E I N F E L D A N D R E Y N O L D S Simulation of Urban Air Pollution 71 

mum time step At that can be used in the integration. Implicit methods, 
those involving the simultaneous solution of difference equations at 
each step, are more suitable for solving nonlinear forms of (7) than 
are explicit methods, as the former are stable over a wider range of 
step sizes. Implicit methods, however, involve considerably more compu­
tation per time step than do explicit methods. Other finite difference 
methods exist which are difficult to classify. Typically, these techniques 
have the characteristics of implicit methods but because of some unique 
aspects of the particular method involve less burdensome calculations 
than are normally expected with an implicit method. Two such tech­
niques that have the potential for application in the solution of (7) are 
fractional steps method (29) and the alternating directions method (30). 

There have thus far been reported only two applications of finite-
difference methods to the solution of (7) as they pertain to urban air­
sheds, both for the Los Angeles Basin. Eschenroeder and Martinez (21) 
applied the Crank-Nicolson implicit method to the simplified version 
of, (7) , 

In a later paper (31) they report that a number of difficulties were en­
countered using the Crank-Nicolson method and the approach was aban­
doned. More recently, Roth et al. (17) have applied the method of frac­
tional steps to the solution of six equations of the form of (7), four of 
which are coupled; this effort is continuing. 

The main advantage in using a finite-difference method to solve 
(7), as compared with other approaches, is that there has been 
extensive experience in applying these techniques to various partial dif­
ferential equations. Even though reported experience with three-dimen­
sional, time-dependent, nonlinear problems is sparse, experience with 
simpler systems gives a sound basis to develop feasible approaches. The 
disadvantages of finite difference methods are well-known: 

a. Inaccuracies in approximating the first-order advection terms in 
the continuity equations give rise to second-order errors, which have the 
mathematical characteristics of diffusion processes. These inaccuracies, 
often termed numerical or artificial diffusion, can mask the representation 
of true diffusion. Finite difference methods based on approximations 
higher than second order are required to minimize this difficulty; com­
putational times increase with increasing order of the method used. 

b. Computing time and storage requirements associated with accu­
rate, stable methods can be substantial for problems involving several 
independent variables. When the equations are nonlinear, time-consum­
ing iterations or matrix inversions are often required in the solution. 
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P A R T I C L E I N C E L L M E T H O D S . A n alternative to the direct finite-
difference solution of (7) is the so-called particle in cell (PIC) tech­
nique. The distinguishing feature of the PIC technique is that the con­
tinuous concentration field is treated as a collection of mass points, each 
representing a given amount of pollutant and each located at the center 
of mass of the volume of material it represents. The mass points, or 
particles, are moved by advection and diffusion. It is convenient but not 
necessary, to have each of the particles of a given contaminant represent 
the same mass of material. The application of the PIC technique in 
hydrodynamic calculations is discussed by Harlow (32). Here we con­
sider the use of the P I C technique in the numerical solution of ( 7 ). 

Given an initial, continuous concentration field in the airshed, we 
replace this field by discrete particles of pollutant i, each representing a 
fixed mass. The particles are located within a three dimensional, fixed 
grid according to the mass distribution of material. Thus, each particle 
has a given set of coordinates. Consider now a single time step At in the 
numerical solution of (7), using the PIC method. We write (7) in the 
form 

dli + v.UiCi = R i + S i (13) 
ot 

where the effective velocity U^ is defined by 

U{ = u - ^ (14) 

and Κ = [KH, KH, K F ] . In the computational procedure each particle of 
species i at location (x,y,z) is moved a distance \U\At\ in the direction of 
Ui over a time step At. Also new particles are emitted during the period 
t to t -\- At from the sources located in each cell, the number of particles 
emitted being determined by the product of the source strength and the 
time step. These new particles are also convected with velocity Ui. After 
the convective step the average concentration of each species in a cell is 
calculated, this concentration being equal to the total mass of particles 
occupying the cell, divided by the cell volume. The cell contents are 
then allowed to react, resulting in a concentration change, RiAt. Finally, 
particles are reconstituted with the change in mass owing to chemical 
reaction being reflected in changes in the number of particles of each 
species. The same procedure is then repeated for succeeding time steps. 
The PIC technique has been adapted to air pollution modeling by 
Sklarew (33). 
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3. S E I N F E L D A N D R E Y N O L D S Simulation of Urban Air Pollution 73 

The PIC technique has the following advantages: 
a. Artificial diffusion because of truncation errors in the advection 

terms in (7) is eliminated since these terms are not approximated by 
finite-difference representations 

b. There are no stability restrictions on At (although At should be 
small enough so that the value of Ui represents the movement of fluid 
particles ) 

c. Particles can be tagged as to their place of origin, thus making it 
possible to identify the sources of contaminants observed at any location 
and the following weaknesses: 

1. Computer storage requirements can become excessive, as the co­
ordinates of a large number of particles must be kept in memory 

2. If it is assumed that each particle of a given contaminant repre­
sents the same mass of material, then every cell w i l l have a residue that 
cannot be assigned to a particle. On the average this residual material 
wi l l equal one-half of a particle mass. If the assumption that particles 
be of equal mass is relaxed, the residue error can be eliminated but only 
at the cost of storing a large amount of additional information—the 
masses of all species in each cell. 

W E L L - M I X E D C E L L M O D E L . A conceptually simple approach is based 
on the representation of the airshed by a three-dimensional array of 
well-mixed vessels (34, 35, 36). As before, we assume that the airshed 
has been divided into an array of L cells. Instead of using the array 
simply as a tool in the finite-difference solution of the continuity equa­
tions, let us now assume that each of these cells is actually a well-mixed 
reactor with inflows and outflows between adjacent cells. If we neglect 
diffusive transport across the boundaries of the cells and consider only 
convective transport among cells, a mass balance on species i in cell k is 
given by 

acik avk , 
Vk ~dt = ~ °ik~dt • Q Q J K C I I 

L 
— Cik Σ Qkj + Sik + Ri (cue, . . . ,cnk) 

i = o 

where 

cik = concentration of species i in cell k 
vk = volume of cell k 

qjk = volumetric flow rate of air from cell / to cell k, qok is the flow 
from the exterior of the airshed into cell k, and qk0 is the 
flow from cell k to the exterior of the airshed 

Sik = rate of emission of species i into cell k from all sources 
Ri = rate of formation of species i by chemical reaction 
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Normally dvk/dt is set equal to Ak(dHk/dt), where Ak is the area of 
the base of a cell having vertical sides and Hk is the height of the top of 
the cell. Actually the cell is a box with permeable walls and a movable 
l id . 

If we divide the airshed into L cells and consider Ν species, LN 
ordinary differential equations of the form (15) constitute the airshed 
model. As might be expected, this model bears a direct relation to the 
partial differential equations of conservation (7). If we allow the cell 
size to become small, it can be shown that ( 15 ) is the same as the first-
order spatial finite difference representation of (7) in which turbulent 
diffusive transport is neglected—i.e., 

dC{ 
+ U · = Ri + Si 

Therefore, the well-mixed cell model can also be described as the result 
of the finite difference approximation of the spatial derivatives of (7)— 
i.e., of the conservation equations in which diffusion has been neglected. 

The advantages of the well-mixed cell approach are as follows : 
a. The geometries of cell bases (which may be irregular and varia­

ble from cell to cell) can be drawn to conform with topographic features. 
b. Variations in inversion height with time are easily incorporated 

in the model. 
c. The model is conceptually easy to understand and implement 

(only ordinary differential equations are involved). 
Its disadvantages, however, are considerable: 

a. Resulting from the large variations that can occur in the magni­
tudes of the flows, qjk, equations (15) are are often stiff, thus requiring 
implicit integration techniques to insure stability in their solution. If an 
implicit technique is used, the inversion of an NL X NL matrix is neces­
sary at each time step. Since computing the inverse of large matrices 
can be time-consuming, this requirement places a definite restriction on 
the size of L . For example, if we were to consider 25 cells for our system 
of four coupled equations, the repeated inversion of a 100 X 100 matrix 
would be required. 

b. Diffusive transport is neglected. This is a distinct drawback for 
vertical diffusion. 

c. The mathematical formation of the well-mixed cell model, Equa­
tions (15), is such that the expected accuracy of the solution is equiva­
lent to that expected from the application of only a first order finite 
difference method to the solution of a corresponding model based on the 
partial differential equation, (7). 
MacCracken et al. (36) have applied the well-mixed cell model in de­
scribing pollutant transport and dispersion in the San Francisco Bay 
Area. 
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Kinetics of Atmospheric Chemical Reactions 

Chemical reaction processes account for the production of a variety 
of contaminant species in the atmosphere. Each of the basic airshed 
models above includes reaction phenomena in the conservative equations. 
The reaction term, denoted by Rh accounts for the rate of production of 
species i by chemical reaction and depends generally on the concentra­
tions of each Ν species. The conservation equations are thus coupled 
through the R* terms, the functional form of each term being determined 
through the specification of a particular kinetic mechanism for the atmos­
pheric reactions. 

There wi l l be instances where the use of an airshed model wi l l be 
limited to the prediction of concentrations of inert species. However, 
when chemical reaction processes are important, it is essential to include 
an adequate description of these phenomena in the model. Here we 
outline the requirements that an appropriate kinetic mechanism must 
meet, survey pertinent model development efforts, and present an example 
of a mechanism that possesses many of the attributes that a suitable model 
must display. 

General Considerations. The nature and characteristics of atmos­
pheric contaminants suggest certain difficulties in the formulation of a 
kinetic mechanism of general validity. First, there is a multiplicity of 
stable chemical species in the atmosphere. Most species are present at 
low concentrations, thereby creating major problems in detection and 
analysis. A number of atmospheric constituents probably remain unidenti­
fied. Also, there are a large number of short-lived intermediate species 
and free radicals which participate in many individual chemical reactions. 
However, while we must admit to only a partial understanding of atmos­
pheric reaction processes, it remains essential that we attempt to formulate 
quantitative descriptions of these processes which are suitable for inclu­
sion in an overall simulation model. 

A suitable mechanism must not be overly complex since computation 
times for the integration of the basic model in which the mechanism is 
to be imbedded are likely to be excessive. However, too simplified a 
mechanism may omit important reaction features. A major issue in this 
regard is that the mechanism predict the behavior of a complex mixture 
of many hydrocarbons, yet do so with minimum detail. The goal is to 
achieve acceptable accuracy in prediction without an undue computa­
tional burden. 

Kinetic mechanisms that have been proposed fall into two general 
categories, detailed mechanisms for photooxidation of a single hydro­
carbon and compact, generalized mechanisms for a complex mixture. 
Detailed mechanisms which attempt to account for the history of all 
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species generated must be ruled out for three reasons. First, while the 
aim of those developed thus far has been completeness of description, this 
thoroughness has been achieved by including numerous reaction steps 
that involve free radicals. Knowledge of the rates of these reactions is 
imprecise. Furthermore, when several free radical reactions are included 
in a mechanism, the flexibility in the choice of rate constants is increased 
as each imprecisely known parameter can be varied independently in 
the process of matching prediction and experiment. To the extent that 
detailed mechanisms possess this flexibility in parameterization, the 
validity of comparison of prediction and experiment is diminished. Sec­
ond, computation time is a limiting factor in the solution of the coupled 
partial differential equations that comprise the overall airshed model. 
The inclusion of a detailed mechanism in such a model greatly increases 
the computational burden and is to be avoided if possible. Finally, the 
decision to develop and implement a detailed mechanism implies the 
desire to represent reaction processes as accurately as is feasible. Thus, 
a relatively large number of reaction steps must be incorporated in a 
description of the dynamics of consumption of a particular hydrocarbon, 
such as propylene. Reaction dynamics wi l l , however, vary for the many 
hydrocarbon species present in the atmosphere. If, for example, 30 to 
40 steps are required to describe propylene kinetics, and 50 hydrocarbon 
species, each having unique dynamics, are believed to exert a significant 
impact on atmospheric reaction processes, one is faced with an intractable 
representation of the system. 

The kinetic mechanism, once developed, must be validated. This 
process is commonly thought to consist of two parts, validation in the 
absence of transport-limiting steps and validation in their presence. In 
practical terms we are speaking, respectively, of comparing the model's 
predictions with data collected in smog chamber experiments and with 
data collected at actual monitoring stations situated in an urban airshed. 
When we speak of validation of a kinetic mechanism in this section, we 
are referring to the comparison between predictions and experiment based 
on smog chamber studies. The second and more complex of the two parts, 
validation of the kinetic mechanism in the presence of transport-limiting 
steps, is the primary undertaking of the overall modeling effort. 

Only the most intrepid readers can have been exposed to the warn­
ings and qualifications that highlight this discussion and can have emerged 
with undiministed faith, yet one final warning is necessary. Smog cham­
ber experiments may be considered valid simulations of the atmosphere 
only under the following conditions: (1) wall effects are eliminated or 
are negligible, ( 2 ) contaminant concentrations are at levels found in the 
atmosphere, (3) the initial charge to the chamber is representative of 
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urban source effluents, and (4) the spectral distribution of the radiation 
is the same as that found in the atmosphere. It is unlikely that many 
smog chamber studies satisfy all these requirements. 

To summarize, then, we require a mechanism which: (1) describes 
reaction rate phenomena accurately over a specified range of concentra­
tions, (2) is a parsimonious representation of the actual atmospheric 
chemistry, in the interest of minimizing computation time, and (3) can be 
written for a general hydrocarbon species, with the inclusion of variable 
stoichiometric coefficients to permit simulation of the behavior of the com­
plex hydrocarbon mixture that actually exists in the atmosphere. Thus, we 
seek a mechanism which incorporates a balance between accuracy of 
prediction and ease of computation. 

A Kinetic Mechanism. Relatively little work has been carried out 
until quite recently in the formulation of kinetic mechanisms for atmos­
pheric reactions. (This is in contrast to the considerable efforts that have 
been expended by numerous investigators over the past two decades in 
the study of individual atmospheric reactions. Since the general litera­
ture in the field of atmospheric chemistry is voluminous, the reviews of 
Leighton (37), Altshuller and Bufalini (38, 39), and Johnston et al 
(40) are recommended.) The first systematic study is apparently that 
of Wayne (41). More recent efforts have been reported by Eschenroeder 
(42), Behar (43), Westberg and Cohen (44), Wayne et al. (23), Hecht 
and Seinfeld (45), and Eschenroeder and Martinez (32). Of these the 
earlier stuides are typified by the development of mechanisms (19, 42, 
43) which reproduced the gross features of the photochemical smog 
system but showed deficiencies in representing the effects of changes in 
initial reactant concentrations while neglecting altogether the effects of 
C O and H 2 0 on the system. More recently, improved mechanisms have 
been proposed; two of the most promising are those of Hecht and Sein­
feld (45) and Eschenroeder and Martinez (32). 

A n example of a generalized mechanism suitable for inclusion in an 
urban airshed model is presented below. In particular, we wish to illus­
trate the scope of such a mechanism and the level of detail that must be 
included to ensure accuracy while avoiding undue complexity. We have 
selected the mechanism proposed by Hecht and Seinfeld (45) for this 
purpose. This mechanism fulfills the requirements for suitability sum­
marized earlier, has predicted accurately the concentration-time behavior 
of pollutant species in a smog chamber for a variety of hydrocarbon-NO^ 
mixtures, and can be included in any of the airshed models described 
without difficulty. We note, however, that the mechanism is not a unique 
description of atmospheric chemistry; modified and improved versions 
may well be developed during the next few years. 
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Table I. A Kinetic 

N 0 2 + Λν 

Ο + 0 2 + M 

0 3 + N O 

0 3 + 2 N 0 2 

N O + N 0 2 

H N 0 2 + hv 

CO + O H · 

H 0 2 · + N 0 2 

H C + Ο 

H C + 0 3 

H C + O H · 

R 0 2 · + N O 

R 0 2 · + N 0 2 

H 0 2 · + N O 

H 2 0 
5 

H 2 0 
6 

Mechanism for Photochemical Smog 

1 N O + Ο 

0 3 + M 

N 0 2 + 0 2 

2 H N 0 3 + 0 2 -

2 H N 0 2 

O H · + N O 

C 0 2 + H 0 2 · 6 

H N 0 2 + 0 2 

«R0 2-

£R02 · + y R C H O 

SR0 2 · + s R C H O 

N 0 2 + 0OH • 

P R O D U C T S ( I N C L . P A N ) 

N 0 2 + O H · 

0 , 

10 

11 

12 

13 

14 

Reaction 4 is a combination of the three reactions: 

4a 
0 3 + N 0 2 

N 0 3 + N 0 2 

N 2 0 6 + H 2 0 

4b 

4c 

-> N 0 3 + 0 2 

-> N 2 0 5 

-+ 2HNO3 

Reaction 7 is a combination of the two reactions: 
7a CO + O H · 

Η · + 0 2 

7b 
C 0 2 + Η 

Η0 2 · 
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Table I gives a complete statement of the mechanism; reference 
should be made to this table throughout the following discussion. The 
major inorganic species that participate in photochemical smog reactions 
are N O , N 0 2 , 0 2 , C O , 0 3 , and H 2 0 . In Table I Reactions 1-8 and 14 
represent most of the important reactions among these species and account 
for the following experimentally observed phenomena: 

a. The primary inorganic reactions in the system of N O , N 0 2 , 0 3 

( Reactions 1, 2, and 3 ) 
b. Formation of nitric acid (Reaction 4) 
c. Formation and photolysis of nitrous acid (Reactions 5, 6, and 8) 
d. The reaction of C O and O H · radicals ( Reaction 7 ). 

Reactions 5 and 6 have been included to account for the importance of 
H N 0 2 as a source of O H - radicals in the presence of water. In a dry 
system Reactions 4 and 5 wi l l be omitted. Reaction 8 is included to 
provide for the consumption of H 0 2 · when N O has been depleted. 

Turning now to the hydrocarbon reactions, we introduce the species 
H C to represent a hydrocarbon mixture or an individual hydrocarbon for 
a smog chamber experiment. The important hydrocarbon oxidation re­
actions are those with atomic oxygen, ozone, and hydroxyl radicals. 
Rather than attempt to identify the specific products of these individual 
reactions, we introduce the lumped radical species R 0 2 - as representing 
the total population of oxygen-containing free radicals which result from 
the three hydrocarbon oxidation reactions. Under these assumptions, the 
hydrocarbon reactions may be represented by three reaction steps, given 
by Reactions 9, 10, and 11. (See Hecht and Seinfeld (45) for a descrip­
tion of the rationale of this formulation.) We note that the coefficients 
α, β , and δ represent the number of R 0 2 · radicals formed in each reaction, 
that their magnitudes depend on the particular hydrocarbon (or mix­
ture), and that they must be established empirically. 

The remaining organic reactions in the simplified mechanism, 12 and 
13, describe the oxidation of N O and N 0 2 by peroxy radicals and the 
formation of P A N . We emphasize that if C O and H 2 0 are present, H 0 2 · 
and R 0 2 · are treated as separate species. In the absence of C O and H 2 0 , 
however, only the single species R 0 2 ·, which includes H 0 2 · within it, is 
considered since Reactions 4-8 and 14 are omitted. In this cases θ ( Reac­
tion 12) represents the fractional product of O H - in the total lumped 
radical species R 0 2 ·. 

The mechanism, then, consists of Reactions 1-14 in Table I and 
includes the following species: N O , N 0 2 , 0 3 , H C , O, O H - , Η 0 2 · , R 0 2 - , 
H N 0 2 , H N 0 3 , R C H O , and P A N . Differential equations are required for 
the first four species, steady state relations for the next five. The last 
three species are products and may also be represented by differential 
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80 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

equations. ( Since C O and H 2 0 are generally present in high concentra­
tions, their concentrations may be assumed constant.) For example, in 
considering an airshed model formulated to describe the concentration 
time behavior of hydrocarbons, nitrogen oxides, oxidants, and carbon 
monoxide, it is only necessary to substitute into the Ri term of the conti­
nuity equation for each of these four species the appropriate differential 
equation describing the reaction behavior of that species. 

Validation of the Mechanism. The process of matching the predic­
tions of the mechanism to experimental smog chamber data is termed 
validation of the mechanism. The first step in a validation procedure is 
to establish values for the two major classes of parameters that appear 
in the mechanism—the reaction rate constants and the stoichiometric 
coefficients. Base values of the rate constants can be estimated from the 
chemical literature. However, with the sacrifice of chemical detail present 
in the new, simplified mechanism is a loss in the ability to associate the 
rate constant values with particular reactions. Therefore, the rate con­
stants in the simplified mechanism are more a quantitative assessment of 
the relative rates of competing reactions than a reflection of the exact 
values for particular reactions. Base values for the parameters that 
appear in the kinetic mechanism are thus established on the basis of 
published rate constants. However, we must expect that final validation 
values wi l l consist of those values which produce the best fit of the 
mechanism to actual smog chamber data. A recent summary of rate 
constants for specific hydrocarbon systems was made by Johnston et al. 
(40) from which rate constants for the Reactions in Table I can be 
estimated for a number of hydrocarbons. 

As was pointed out above, a problem arises in the specification of 
the stoichimetric coefficients which appear in the hydrocarbon reactions 
in the mechanism (α, β , δ, e, θ ) . For well-defined reaction steps such as 
the inorganic reactions, coefficients may be calculated through a simple 
mass balance. However, generalized stoichimetric coefficients which 
appear in the hydrocarbon reactions must first be estimated through 
deductive procedures and then established during validation. Their 
values wi l l generally depend on the characteristics and composition of 
the system under study. 

The mechanism described has been the subject of numerous valida­
tion exercises. The smog chamber experiments against which the mecha­
nism has been tested include the following hydrocarbons: propylene, 
isobutylene in the presence and absence of C O , η-butane in the presence 
and absence of C O , and a mixture of propylene and η-butane. Predicted 
concentrations generally match well with experimental results for all 
systems studied. (See Hecht and Seinfeld (45) for a detailed description 
of the validation procedure and results.) 
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3. S E I N F E L D A N D R E Y N O L D S Simulation of Urban Air Pollution 81 

While a validated photochemical mechanism may closely represent 
the concentration/time behavior of smog chamber experiments, two fac­
tors must be considered before the mechanism can become part of an 
urban airshed model. These are variations in reactivity of the atmos­
pheric hydrocarbon mixture and variations in radiation intensity, which 
influence the rates of decomposition of N 0 2 and H N 0 2 (Reactions 1 
and 6). Reactivity variations may be classified as variations in composi­
tion, in location within the airshed, and in time. Eschenroeder and 
Martinez (46) in a detailed study of Los Angeles air quality data were 
unable to detect variations in reactivity with location or time. However, 
such variations may be observed and should be properly accounted for. 
Compositional variations may be included in an airshed model by includ­
ing two or more generalized hydrocarbon species. In the simplest case, 
two species, one might consider a reactive and an unreactive hydro­
carbon. Reactivity of individual atmospheric hydrocarbon would be 
assigned according to a scale of reactivity, such as that of Altshuller ( 47 ) 
or Bonamassa and Wong-Woo (48). The reactive species would be 
equivalent to H C in the reaction mechanism while the unreactive would 
be treated as inert. It may be necessary, however, to include more than 
two categories of hydrocarbon to represent the reactivity of the atmos­
pheric mixture with sufficient precision. 

Many variables influence the intensity and spectral distribution of 
radiation that reaches the lower atmosphere; Leighton (37) thoroughly 
discusses these factors. It is not yet possible to incorporate quantitatively 
into an airshed model the effects of many of these variables on radiation 
characteristics. In a simple treatment, Seinfeld et al. (49) have considered 
the variations in radiation intensity with latitude ( for Los Angeles ) with 
time of year and time of day. Wayne et al. (22) have adopted portions 
of the model suggested by Leighton. Much more work is needed, how­
ever, before the influence of incoming radiation can be properly included 
in airshed models. 

Source Emissions 

Perhaps the most tedious and mundane aspect in the development 
and validation of an atmospheric simulation model is the compilation of 
a complete contaminant emissions inventory. Yet, such an inventory 
must be made before a model can be validated since the spatial and 
temporal distribution of contaminant emissions comprises a direct input 
to the overall simulation model. Ground-level sources enter into the 
boundary conditions of the conservation equations through the function 
Qi (x,y,t) introduced previously; elevated sources enter as St (x,y,z,t) in 
the conservation equations themselves. 
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The major sources of pollutant emissions may be classified as moving 
and fixed. The predominant moving source in all urban airsheds is vehicu­
lar traffic, primarily automobiles and trucks. The airplane is a much less 
significant contributor, and all other moving sources are usually neglected. 
Whereas the contributions of aircraft to total contaminant emissions in 
an urban airshed may be small, the percentages of pollutants near airports 
that are attributable to aircraft operations are often significant. Contami­
nants emitted from moving sources consist mainly of carbon monoxide, 
hydrocarbons, nitrogen oxides, and particulates. 

Power plants and refineries are the primary fixed sources of pollutant 
emissions in most urban areas. However, other industrial sources, dis­
tributed throughout the area, also emit substantial amounts of contami­
nants. Also during the winter months effluents from home heating can 
add significantly to the pollutant load in the atmosphere. Sulfur dioxide 
and particulates are emitted from nearly all fixed sources although many 
of the particulate emissions are controlled by the use of abatement devices 
and sulfur dioxide by the use of low sulfur fuels. Also, power plants emit 
large amounts of nitrogen oxides, and refineries, hydrocarbons. 

There is a multiplicity of models for pollutant emissions that may 
be applied to individual sources and source types. The model that is 
used and the degree of detail that is incorporated depend upon the 
spatial and temporal resolution of the overall airshed model, the type and 
amount of available data, and the accuracy of those data. For example, 
in attempting to estimate contours of pollution concentrations over the 
Los Angeles Basin during the course of a day and under particular 
meteorological conditions, it is necessary to compute the distribution 
over space of pollutant emissions from automobiles with a resolution of 
the order of one mile, and over time with a resolution of the order of one 
hour. Detailed traffic count data are available in nearly all parts of the 
Basin; whereas, average vehicle speed over various routes and variations 
in this quantity with time are available only for freeways. With such 
data, we can account for temporal variations in emissions rates from an 
average vehicle on freeways. However, we are unable to account for 
similar variations in average speed on main arteries, owing to a lack of 
such data. In other cities it may well be that emissions/average speed 
data are unavailable for any roadways. In such circumstances one may 
either adopt mean emissions factors or assume a temporal distribution 
of average speeds. There is more than one way to describe quantitatively 
the emissions from a particular type of pollutant source. The choice of 
approach depends on factors specific to the modeling effort and the goals 
of the project and on the availability of data. 

Examples of models applicable to emissions from automotive sources, 
aircraft, and power plants are presented below. Distributed sources may 
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3. S E I N F E L D A N D R E Y N O L D S Simulation of Urban Air Pollution 83 

be treated as fluxes included in the boundary conditions or in special 
cases as volume sources. Most of the models to be described have been 
used by the authors to develop an airshed model for the Los Angeles 
Basin (50). This particular application involved a two-mile spatial 
resolution and a one hour temporal resolution. 

Automotive Emissions. The magnitude of contaminant emissions 
from a motor vehicle is a variable in time and is a function of the per­
centage of time the vehicle is operated in each driving mode—accelerate, 
cruise, decelerate, idle. Also affecting emissions are the presence or 
absence of a smog control device, the car s condition, its size, and other 
factors. The distribution of vehicles in time and space throughout an 
urban area is similarly governed by a number of factors—e.g., commuting 
routes, distribution of centers of employment, and working hours. Pre­
cise calculation of the magnitude of motor vehicle emissions as a function 
of location and time is clearly not possible. 

While all pertinent factors that affect the distribution of vehicular 
emissions cannot be taken into account, emissions rates may still be repre­
sented with sufficient accuracy to merit inclusion in an urban airshed 
model. For simplicity a vehicle emissions inventory can be divided into 
two parts: 

a. estimation of spatial and temporal distribution of traffic 
b. estimation of average vehicle emissions rates applicable to traffic 

in the area 
The spatial and temporal distribution of traffic on the freeways and sur­
face streets in an urban area can be estimated from traffic counts which 
are normally taken by state and local agencies. Vehicle exhaust emissions 
rates are estimated from data collected in tests that simulate the emissions 
of vehicles actually driven over typical routes in the urban area being 
studied. The California driving cycle and the 1972 Federal test pro­
cedure are two such tests. The flux of contaminants from motor vehicles 
into a grid square is conveniently computed with the necessary data as 
QicMi, where Qk is the mass of species k emitted per vehicle mile from 
an average vehicle, and M ? represents the vehicle miles travelled in the 
grid square during hour I. 

Average pollutant emissions rates must be computed in a different 
manner for each of the three types of automotive emissions—exhaust, 
crankcase leakage, and evaporative losses. For an uncontrolled vehicle: 

a. Exhaust emissions account for about 65% of hydrocarbons and 
100% of nitrogen oxides and C O 

b. Crankcase leakage (or blow-by) accounts for about 20% of 
hydrocarbons 

c. Evaporation from fuel tank and carburetor accounts for about 
15% of hydrocarbons. 
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As a result of vehicle modifications and changing legislation for auto­
mobile emissions through the 1960's, the magnitudes and relative contri­
butions of these three sources vary with vehicle model year. Also, the 
manner in which each type of emissions is distributed in space must be 
treated individually. Exhaust and blow-by rates are computed on a grams 
per mile basis and may be distributed according to the spatial distribution 
of Mi over the urban area. To distribute evaporative losses in the same 
way, however, it is necessary to assume a daily mileage traveled by the 
average vehicle and a temporal distribution of evaporative losses. A n 
alternative is to compute the total evaporative losses from all vehicles in 
the area and distribute these emissions in proportion to the non-freeway 
vehicle mileage driven in each gride square. 

The emission rate of species k from the exhaust of an average vehicle 
in grams/mile is given by 

m Ν 
Qk = Σ xi Σ Y a eij Knk 

i = l j=l 

where subscript k designates 
C O (in %) when k = 1 
Hydrocarbons (in ppm) when k = 2 
NOx ( in ppm) when k = 3 

and 

Xi = fraction of total cars in the airshed of model year i; i = 
1,2, . . . , m 

Τ = total number of cars in the airshed 
Yu = fraction of χ{ΐ manufactured by company /; / = 1,2,. . . , Ν 
eijjc = volumetric emissions of species k from cars manufactured 

by maker / of model year i 
Kijjc = constant multiplier to convert ppm (or % ) to grams per 

mile, a function of the average inertial weight of the car 
and the transmission type (manual or automatic) 

For freeways and surface streets Mi is calculated from 

s 
Mx = dx Σ nutu (17) 

u — 1 

where 
nu = vehicles per day on a particular road segment (given as 

traffic counts at a point) 
tu = miles of road segment to which nu is assigned 
di = fraction of daily (24 hour) traffic count assignable to hourly 

period I 
s = number of road segments contained in the grid square 
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3. S E I N F E L D A N D R E Y N O L D S Simulation of Urban Air Pollution 85 

Blow-by losses have been virtually eliminated in recent model year 
cars by the compulsory fitting of positive crankcase ventilation ( P C V ) 
valves. To estimate blow-by rates from vehicles in a particular area, we 
must refer to the laws concerning P C V devices in that area. Estimates 
of blow-by rates from various vehicles are given in Reference 51. Evapo­
rative emissions are difficult to measure and only gross estimates may 
be made (see, for example, Reference 52). 

More recently, Roberts et al. (53) have proposed a somewhat more 
sophisticated automotive emissions model. In particular, they have ex­
tended the model described to include both hot running and cold start 
modes of operation. Also vehicles traveling on freeways are assumed to 
be hot running whereas a distribution of emissions over time is assumed 
for a cold start trip. The effect of variations in the rate of vehicle starts 
on the average emissions rate is also included. This effect is a prime 
contributor to increased average emissions rates from an individual 
vehicle during the morning rush hours. Also included are variations in 
emissions rates as a function of average speed, for vehicles traveling on 
freeways. This effect is particularly important as it has been estimated 
that emissions from an individual vehicle, in grams per mile increase 
about 100% when a vehicle traveling on a freeway is slowed from 60 
mph to a 20 mph "rush hour crawl." ( See Reference 53 for ful l descrip­
tion of their model. ) 

Aircraft Emissions. Aircraft emissions may be represented in various 
ways. For example, a model that describes each aircraft departure and 
arrival might be considered. Such a model would be appropriate in a 
study limited to the estimation of concentration levels in the immediate 
vicinity of an airport. However, an aircraft emissions model suitable for 
inclusion in a comprehensive urban airshed model need not be so detailed. 
The model we shall describe here was formulated on the idea that it 
would be a part of an airshed model having a spatial resolution of the 
order of two miles and a temporal resolution of the order of several 
minutes to one hour. 

The aircraft emissions model consists of two major parts: ground 
operations and airborne operations. Emissions from these operations are 
treated as lumped volume sources, generated in the cell into which they 
are injected. Ground operations consist of three distinct modes : 

1. Taxi mode: between runway and satellite upon landing; between 
satellite and end of runway, waiting to take-off; and idle at satellite 

2. Landing mode: from touchdown on runway to turn-off from run­
way 

3. Take-off mode: start of take-off to lift-off. 
Airborne operations are comprised of two modes: 
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86 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

1. Approach mode: descent from maximum vertical extent of airshed 
(e.g., the base of an elevated inversion) to ground. 

2. Climb-out mode: lift-off to attainment of upper vertical extent of 
airshed. 

It is convenient to use the following assumptions to treat aircraft 
operations in the emissions model ( These have been used for Los Angeles 
by Roberts et al. (50): 

a. For every aircraft arrival, there is one departure. Furthermore, 
arrival and departure rates are equal in each time period. 

b. Aircraft follow straight line flight paths from top of airshed to 
touchdown and lift-off to top of airshed. 

c. The angles of ascent and descent of all aircraft at a particular 
airport are assumed to be fixed and equal to those angles associated with 
the type of aircraft (medium range jet transport, business jet, etc.) having 
the highest fraction of total operations at the airport. ( A more accurate 
calculation would include angles of ascent and descent computed as the 
weighted sum of the angles assignable to each type of aircraft, weighted 
in proportion to the mass emission of each class. ) 

d. Flight paths originate and terminate at the most frequently used 
runway at each airport. 

e. The proportion of aircraft of a given type that arrive and depart 
from each airport does not vary throughout the day. 
Regarding aircraft emissions, the following assumptions seem reasonable: 

a. Pollutants are emitted at a uniform rate during each of the five 
operating modes; rates are specific to each class of aircraft. For airborne 
operations, the mass of contaminants injected into a cell is proportional 
to the length of the flight path in that cell. 

b. Aircraft emissions can be treated as continuous releases, emitted 
at a uniform rate and averaged over an appropriate time period. 

G R O U N D O P E R A T I O N S M O D E L . The amount of contaminant species k 
emitted during ground operations equals the summed products of average 
emission rates and residence times in each of the three modes, taxi, land­
ing and take-off. The rate of emissions of species k in grams per minute 
into any ground cell ιβ because of ground operations for the hourly 
period I is given by 

7 3 
Qhim = °-45tfZa" Σ nuMu Σ PçuCçu (18) 

W u=l 0=1 
where g is an index denoting the three ground operations modes (taxi, 
landing, take-off), u is an index denoting aircraft type: 

1 = long-range jet transport 
2 = medium-range jet transport 
3 = business jet 
4 = turboprop transport 
5 = piston engine transport 
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6 = piston engine utility 
7 = turbine engine helicopter 

and 

di = fraction of total daily flights in hour I 
an = fraction of airport area in cell i,j 
nu = number of flights/day of aircraft of type u 

Mu = average number of engines/aircraft of type u 
fk

gu = pounds of pollutant k emitted per 1000 pounds fuel con­
sumed by aircraft of type u operating in mode g 

Cgu = pounds of fuel consumed per engine of aircraft of type u 
operating in mode g 

A I R B O R N E O P E R A T I O N S M O D E L . The mass of species k emitted into 
cell ijm during approach is assumed to be proportional to the length of 
the flight path occupying that cell. The corresponding rate of emissions 
is given by: 

Q\jmi = l0~Hfijm Σ nuMupuCu^ (19) 
K u=l t u 

where 

tu = time spent in descent from inversion height to touchdown 
by aircraft of type u 

t'u = time spent in descent from 3000 feet above ground elevation 
to touchdown by aircraft of type u 

fk
u = pounds of pollutant k emitted by aircraft of type u per 1000 

pounds fuel consumed during descent 
Cu = pounds of fuel consumed per engine of aircraft of type u 

during descent from 3000 feet above ground elevation 
Ρ m = fraction of the length of the flight path assignable to cell ijm 

The mass of species k emitted into cell ijm during climb-out is also given 
by (19), where tu and fk

u now apply to an aircraft ascending from lift-off 
to inversion height, and tu and Cu to an aircraft ascending to 3000 feet 
above ground elevation. 

Since all concentration units in the airshed model are expressed as 
parts per million (ppm), the following conversion formula is used: 

fppml _ 1Q6 vQkiJm ( m 

where 

Qkijm = emissions rate of species k ( pounds per minute ) 
Wk = molecular weight of species k 

Y am = volume of cell ijm, cubic feet 
ν = 379 cubic feet per pound mole, the molal volume of an ideal 

gas at one atmosphere at 60° F 
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Major aircraft emissions studies have been reported by Lemke et al. 
(54), George et al. (55), Hochheiser and Lozano (56), Lozano et al. 
(57), Northern Research (58), Bastress and Fletcher (59), George et al. 
(60) and Piatt et al. (61). 

Fixed Source Emissions. Emissions from fixed sources may be repre­
sented in several ways, depending upon the temporal and spatial scales 
of interest and the aims of the overall simulation. Consider, for example, 
strong point sources, such as power plants and refineries. If one wishes 
to estimate concentrations only in the immediate vicinity of the source 
(or sources), a detailed description of plume transport and dispersion 
would be necessary. Several models of plume and puff behavior have 
been developed; these models are discussed by Turner ( 62 ) and Roberts 
et al. (63). In contrast, if one wishes to estimate average pollutant con­
centrations on a spatial scale of several square miles, it may be reasonable 
to consider fixed source emissions as well-mixed in the cell into which 
they are injected, thereby disregarding the behavior of individual plumes. 
Intermediate between these extremes is the case in which a detailed 
understanding of plume dynamics is not essential; a simple analysis is 
sufficient to determine the cell ( or cells ) in which emitted pollutants are 
to be uniformly distributed. This intermediate level of analysis is often 
appropriate in modeling urban airsheds when an inversion is present as 
the horizontal spatial scale is such that pollutants emitted from large 
fixed sources are distributed uniformly vertically in one to three charac­
teristic horizontal lengths. A l l that is necessary in this case is to appor­
tion properly the emitted material among a few downwind cells. 

The authors have used this intermediate approach to treat power 
plants in the Los Angeles Basin modeling study (50). Some of these 
plants are situated along the coastline, and their emissions are advected 
across the Basin under prevailing wind conditions. Typically emissions 
from these plants travel a horizontal distance of 2-5 miles before they are 
considered well-mixed in the vertical. Since an individual cell is 2 miles 
by 2 miles and horizontal dispersion of the plume under low winds 
extends about 2 miles after a 2-5 mile traverse, the assumption of ap­
proximately uniform distribution immediately downwind of the source 
is reasonable. A computational scheme for apportioning emissions among 
cells downwind of the source under these circumstances is described by 
Roberts et al. (50). 

The Treatment of Meteorology 

Atmospheric transport and dispersion processes are expressed in an 
airshed model in numerous way. W i n d speed and direction enter through 
the component variables, u, v, and w ( or more generally û ( x,y,z,t ) ). The 
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depth through which mixing occurs, often defined by the height of the 
base of an elevated inversion, must be known in order to specify boundary 
conditions. This depth can vary considerably with x,y,z, and t, as in the 
Los Angeles Basin. Finally, the turbulent eddy diffusivities, KH(x,y,z,t) 
and Kv ( x?y,z,t ), appear in the continuity equations and in the boundary 
conditions. We now present a survey of approaches presently being used 
to specify these meteorological variables, and we review promising ap­
proaches that may be adopted in the future. 

The Winds. The atmospheric boundary layer is usually characterized 
by complex flow patterns. The drag exerted on moving air masses by the 
earth's surface, coupled with the effects of variations in terrain, are largely 
responsible for the phenomenological effects observed. Moreover, in 
urban areas where man has erected large bodies of buildings of assorted 
sizes and shapes, the complexity of local flows is further enhanced. The 
heat island effect of the cities—the absorption, retention, and delayed 
release of energy to the atmosphere—also participates in shaping flow 
patterns. Thus, while large scale movements of air masses are always 
difficult to describe, the effects of surface features and of solid-fluid 
energy transfers on near-surface flows simply enhances the difficulty 
associated with specifying wind fields in the mesoscale and microscale. 

Basically, there are two general approaches to the specification of 
the winds; one is based on physical modeling, the other on the correla­
tion, interpretation, and analysis of field measurements. Physical model­
ing approaches involve numerical simulation of the turbulent atmospheric 
boundary layer, frequently through numerical integration of the coupled 
momentum and energy equations. Methods based on field measurements 
involve interpolation of wind speed and direction, both in space and time, 
using either simple rules or subjective judgment. Judgmental considera­
tions form the basis for the construction of maps displaying streamlines 
and isotachs (contours of constant velocity). In principle, the former 
approach is fundamental, relies on data only to specify initial conditions 
and boundary conditions, and, when successfully developed, is universally 
applicable. In contrast, the latter approach is empirical, is based solely 
on data collected, and is limited in applicability. 

While modeling approaches are inherently more desirable, empirical 
methods are presently the only approaches used. As indicated above, 
simulation of the atmospheric boundary layer is quite complex, requires 
substantial amounts of computing, and cannot currently predict with 
requisite accuracy. Our knowledge of turbulent diffusion, of the effects 
of terrain on flow patterns, and of energy transfer processes is insufficient 
now to permit accurate predictions. Investigators have adopted the more 
reliable, but more limited, methods of interpolation and map construction 
to specify wind fields. Here, we discuss both approaches—numerical 
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simulation because we believe that as progress is made in developing 
boundary layer models and solution techniques, these methods wi l l be of 
increasing interest, empirical estimation procedures because they repre­
sent the most suitable, practically available means for specification of 
the winds. Thus, a review of progress in boundary layer simulation and 
a summary of interpolation techniques that are commonly used by 
investigators today are given below. 

N U M E R I C A L S I M U L A T I O N O F T H E A T M O S P H E R I C B O U N D A R Y L A Y E R . 

Numerical simulation of the atmospheric boundary layer is concerned 
with the solution of the continuity equation 

Σ r = 0 (21) 

and the three-dimensional, time-dependent equations of motion. (For 
simplicity we assume that temperature is constant. In general, the equa­
tion of conservation of energy is also required to describe boundary layer 
dynamics. ) 

i = 1,2,3 
where ρ is the fluid density, μ the viscosity, ρ the pressure, and 8 i 3 the 
Kronecker data for which 8̂  = 1 for i = / and δ# •= 0 for i Φ j. ( Coriolis 
forces have not been included in ( 22 ) to simplify further the presenta­
tion. ) Since atmospheric flow is turbulent, we decompose each velocity 
component and the pressure into a mean component and a stochastic 
component. After appropriately substituting into (21) and (22), we 
average the resulting equation to obtain the time-averaged equations 

Σ = 0 (23) 
1 = 1 ό Χ ί 

and 

9 f + .Σ 4 <«*«,) + .Σ 4 (TO = - g + (24) 
The viscous terms have been neglected in (24), implying that the 
Reynolds number is large and that the viscous sublayer is shallow and 
of little interest. We use an overbar in contrast to the brackets used 
previously to indicate the mean velocities since the averaging procedure 
here generally is different from that used for the concentrations. 
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We see, as for the species continuity equations, that when we per­
form the averaging procedure we obtain new dependent variables, in this 
case the terms pu'iu'j. These new terms are usually called the turbulent 
momentum fluxes or the Reynolds stresses, but, as before, we have more 
dependent variables than equations. Thus, some means to evaluate the 
turbulent momentum fluxes must be developed. Although no rigorous 
method of obtaining a closed set of equations is known, a number of 
semi-empirical approaches have been proposed which yield qualitative 
or semi-quantitative results for appropriately chosen classes of pre blems. 

The key aspect, then, in numerical simulation of the atmospheric 
boundary layer is the evaluation of the turbulent momentum fluxes in 
the time-averaged equations of motion ( 24 ). Considering this, we review 
briefly some of the more promising techniques that have been used to 
determine these fluxes. Our objective is not to give a full review, but 
rather to introduce the types of approaches which in the future may 
permit the solution of (23) and (24) and thus the prediction of urban 
wind fields. 

The most common approach to evaluating the turbulent momentum 
fluxes is to assume that an eddy viscosity KM exists such that 

p ^ r = _ ç R m g ( 2 5 ) 

The value of KM depends on the properties of the mean flow at a particu­
lar location and time. To account for the contribution of thermal stratifi­
cation (buoyancy) to the production or suppression of turbulent energy, 
KM is taken to be a function of the local value of the flux Richardson 
number, which expresses the ratio of the rate of generation of energy by 
buoyancy forces to the rate of generation of energy by the turbulent 
momentum fluxes. In this approach the influence of the past history of 
the turbulence on velocity field is not considered; the approach is termed 
a local theory. 

The use of local theories, incorporating parameters such as the eddy 
viscosity KM and eddy thermal conductivity KE, has given reasonable 
descriptions of numerous important flow phenomena, notably large scale 
atmospheric circulations with small variations in topography and slowly 
varying surface temperatures. The main reason for this success is that 
the system dynamics are dominated primarily by inertial effects. In 
these circumstances it is not necessary that the model precisely describe 
the role of turbulent momentum and heat transport. By comparison, 
problems concerned with urban meso-meteorology wi l l be much more 
sensitive to the assumed mode of the turbulent transport mechanism. 
The main features of interest for mesoscale calculations involve abrupt 
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changes in surface conditions to which the flow must adjust, primarily 
by means of these transport processes. The accuracy with which the 
assumed mechanism models predict the real flow system is now more 
important. For this reason the local theories which have been commonly 
accepted for larger scale or essentially unchanging flows in atmospheric 
circulation are now being reevaluated with respect to their applicability 
to the smaller (meso-) scale problems of interest in the urban atmosphere. 
Two classes of approaches have been proposed for these types of 
problems. 

L i l l y (64), Deardorff (65, 66), and others have pioneered a numeri­
cally based method which represents a partial compromise between 
purely local theories and more sophisticated approaches which are based 
on modeling the turbulent fluid as a homogeneous material with non-
Newtonian viscoelastic behavior. In this approach a grid-scale averaging 
operator is applied to the governing equations with the averaging typi­
cally being over the grid volume of the calculations, thereby filtering out 
the subgrid scale (SGS) motions. Explicit calculations can be done for 
the filtered variables after assumptions are made for the SGS Reynolds 
stresses and turbulent energy fluxes which arise from the averaging 
process. The larger scale eddies of the turbulent flow are thus included 
without direct approximation in the computation, and the empirical 
assumptions are limited to those concerning the smaller scale motions of 
the turbulent flow. For atmospheric flows where heat transfer is negli­
gible, Smagorinsky et al. (67), L i l l y (64), and Deardorff (65, 66) have 
proposed forms for the SGS Reynolds stresses which are also local. 
However, the approximation so introduced is less severe than that made 
for the purely local models since it involves only the smallest scales of 
the turbulent flow. Reasonably good results have been obtained for the 
flow systems which have been investigated by approach. 

The second class of techniques is based on the description of spatial 
and temporal variations of turbulent intensity (or kinetic energy) by a 
transport equation. Essentially, one regards KM and KE as being gov­
erned by a transport equation which describes the convection, dif­
fusion, creation, and destruction of the turbulence. This approach has 
been pioneered by Daly and Harlow (68), Harlow and Nakayama (69), 
and Bradshaw et al. (70). 

In the most systematic application of this approach, Harlow and 
co-workers at Los Alamos have derived a transport equation for the full 
Reynolds stress tensor piïiiïj. They have coupled this equation with a 
scalar dissipation transport equation and have utilized with various semi-
empirical approximations to evaluate the numerous unknown velocity, 
velocity-pressure, and velocity-temperature correlations which appear in 
the formulation. While this treatment is fairly vigorous, extensive compu-
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tations are required to solve the governing equations. (For further de­
tails, see References 68, 69, 71, and 72. ) 

The work of Nee and Kovasznay (73) and, more recently, of Nee 
( 74 ) proposes a much simpler approach for two-dimensional flows, one 
in which a single transport equation is written for the full shear viscosity 
(molecular plus turbulent). Much of the simplicity of this approach is 
gained by introducing postulated relationships for the production and 
decay of viscosity. Although certain limitations are clearly inherent in 
this approach, the results of various tests suggest that the model may be 
sufficiently detailed to account for the most relevant mechanisms of the 
turbulent momentum transport. 

In summary, while most studies of atmospheric boundary layer flows 
have used local theories involving eddy transport coefficients, it is now 
recognized that turbulent transport coefficients are not strictly a local 
property of the mean motion but actually depend on the whole flow 
field and its time history. The importance of this realization in simulating 
mean properties of atmospheric flows depends on the particular situation. 
However, for mesoscale phenomena that display abrupt changes in 
boundary properties, as is often the case in an urban area, local models 
are not expected to be reliable. 

I N T E R P O L A T I O N O F M O N I T O R I N G S T A T I O N D A T A . In most urban areas 
surface wind speed and direction data are collected through a network 
of meteorological monitoring stations distributed widely over the region. 
The density of stations is usually sufficiently high to give an adequate 
qualitative description of the general flow over the area at any time but 
is never sufficient to permit the precise representation of the wind field. 
A n interpolation scheme, either visual or automatic, is necessary to con­
struct the velocity field near the ground from the wind station readings. 

Visual techniques usually involve the preparation of maps, displaying 
streamlines and isotachs ( contours of constant wind speed ) for appropri­
ate time intervals, usually 1 hour. As data are often collected by different 
agencies within a region (e.g., the National Weather Service, the local 
air pollution control agency, etc.), wind speed and direction averages 
frequently differ as to the time interval over which they are computed 
(1 minute, 10 minutes, 1 hour), the beginning of the averaging period 
(the half hour or the hour for hourly averages), and the percentage of 
time that data are recorded ( continuously over the hour, 5 minutes during 
each hour, etc.). Thus, raw data must be carefully organized before 
map preparation. We must also be careful to ensure consistency between 
maps on an hour-to-hour basis. Roth, et al. (75) have reported their 
experience in the use of visual techniques in preparing wind maps for 
the Los Angeles Area. 
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The map preparation is a tedious, time consuming process. It is 
more convenient to calculate the horizontal wind components at a point 
interpolating field wind data. Wayne et al. (22), Wendell (76), and 
McCracken et al. (36) have adopted formulas of the form 

Ν Ν Vk Σ Σ Vk 

k=l k = l 
, v — 

r2k 
Ν 1 Ν 1 
Σ 

1 
Σ 

1 

k = l fc=l r2k 

where u and υ are the interpolated values, uk and ϋ Λ , the horizontal 
components of the measured wind field, and rk the distance between the 
point at which the wind vector is to be estimated and the fcth wind 
station. It is generally required that all stations lie within some maximum 
distance of the point in question and that the number of field sites Ν be 
no less than three. 

While the use of interpolation formulas is simple, rapid, and con­
venient, cases frequently occur in which they are either inapplicable or 
inappropriate. For example, the use of these techniques to estimate 
winds at or near the boundary of a region is often questionable, particu­
larly when data outside the region are unavailable. Effects of terrain 
irregularities on local flow paterns cannot be accounted for. And it is 
difficult to spot spurious values and to check for consistency in space 
and time if formulas are the only way to analyze wind data. Thus, even 
if interpolation formulas are used, it may still be necessary to prepare a 
visual representation of data for preliminary scrutiny and analysis. 

Virtually no measurements are made of winds aloft. Lack of these 
data make it necessary to formulate an approach to estimate the winds 
aloft from surface readings. The following guidelines are used to develop 
such an approach: 

1. The constructed wind field must satisfy v u = 0 at all points. 
2. The winds aloft, up to the base of the inversion, do not vary 

greatly in speed from winds at the surface; wind directions do not vary 
significantly between the surface and the inversion base. (The latter 
assumption is undoubtedly violated, but in the absence of data it is the 
safest assumption.) 

3. Flow is smoother and less tortuous aloft than at the surface. 
4. Flow through the inversion base is negligible. (Regions of wind 

convergence are an exception since a continuously rising flow of air dis­
rupts the inversion layer. ) However, air from within the inversion layer 
mixes with air in the surface layer as the inversion base rises. 
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5. Lateral winds more or less follow the contour of the surface of 
the inversion base. 

6. In all other respects the flow aloft resembles that at the surface. 
A highly simplified method for estimating elevated flow patterns, based 
on these guidelines, has been developed and implemented by Roth (75). 
However, such efforts are primitive and wi l l remain so until measure­
ments of winds aloft are made regularly. 

The Elevated Inversion Over Cities. The depth of the layer through 
which vigorous mixing takes place is often difficult to specify. This is 
not the case, however, when an elevated inversion is present over a city. 
The height of the inversion base, H, and thus the depth through which 
mixing occurs is determined from vertical temperature soundings made 
on a routine basis, usually once or twice daily, over a convenient location 
such as the local airport. In airshed modeling, however, variations in 
mixing depth with time must be taken into account, and in certain areas 
spatial variations in mixing depth are also interesting. Over cities along 
the California coast, for example, mixing depth at a particular instant in 
time can vary greatly with distance inland. 

Theoretical approaches to the prediction of H(x,y,t) would involve 
the solution of the boundary layer equations for coupled energy and 
momentum transport or, more simply, the solution of the energy equa­
tions in conjunction with a constructed wind field. The application of 
such approaches to the prediction of inversion height has not yet been 
reported. Now, empirical models offer the only available means to esti­
mate H. For those areas where it is necessary only to account for temporal 
variations in H, interpolation and extrapolation of measured mixing 
heights may be sufficient. When it is important to estimate H as a func­
tion of x,y, and t, SL detailed knowledge of local meteorology is essential. 

A study in estimating H(x,y,t) is that carried out for Los Angeles 
by Edinger (77) (also Edinger and Helvey (78)). During the summer 
of 1957 Edinger and another pilot/meteorologist flew more than 100 
flights over a 45 day period, measuring vertical temperature profiles at 
seven widely separated locations in the Los Angeles Basin. By analyzing 
the data he collected, Edinger was able to make the following generali­
zations : 

"The marine layer over the Los Angeles coastal plain during the 
daylight hours ( a ) is shallow at the coast and deep inland, ( b ) increases 
in depth early in the day and then becomes progressively shallower dur­
ing the afternoon, and (c) reaches its maximum depth first at the coastal 
stations and later at the inland stations." 
Furthermore, variations in the depth of the mixing layer as a function of 
location and time can be explained by three atmospheric phenomena: 
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(a) convergence or divergence of the horizontal wind within the 
layer 

(b) dilution of the marine layer from above by the mixing of air 
from within the elevated inversion layer with the marine air 

(c) advection of deeper or shallower layers of marine air into the 
area. 
By considering each of the three mechanisms separately and then com­
bining them, Edinger was able to develop a semi-quantitative model of 
changes in the depth of the marine layer. This work has served as the 
basis for the construction of maps showing hourly variations in H as a 
function of χ and y for two particular days of interest (see Roth et al. 
(75)). 

Eddy Diffusion Coefficients. The eddy diffusivities, KH (x,y,z,t) and 
Kv (x,y,z,t), which depend on the turbulent structure of the atmosphere, 
are two of the more elusive quantities that must be estimated. They are 
not established through direct measurement; they must be calculated 
from observed data. Most of the data that have been acquired to deter­
mine Kv (or KH) have been limited to the surface layer (79); few data 
are available for conditions under which an elevated inversion was pres­
ent. As a result, relatively little guidance is available in the literature that 
can be used to estimate these parameters. 

Some useful qualitative observations can be made, however, regard­
ing the turbulent diffusivity. It is a function of local velocity, shear field, 
and lapse rate; the functional relationship between KH and Kv and these 
variables is largely unknown. Generally, Kv increases approximately 
linearly with ζ near the ground. In the presence of an elevated inversion, 
however, we expect Kv to decrease with increasing ζ in the upper portions 
of the surface layer owing to suppression of vertical buoyant fluctuations 
near the inversion base. Finally, values of Kv vary from about 50 
m 2 /minute under stable conditions to about 5000 m 2 /minute under 
unstable conditions. KH is generally neglected in urban airshed models, 
and here we wi l l not consider it further. 

Eschenroeder and Martinez (21) reviewed the literature pertaining 
to the turbulent structure of the atmosphere and, based on this effort, 
proposed a trapezoidal profile for Kv. As an example, they report the 
following formulations for Ky for a 180 meter inversion base: 30 square 
meters/min at the ground, increasing linearly to a height of 80 meters, 
at which height KT? = 50(u + 5) square meters/min (u is the horizontal 
wind speed). Kv is held constant from 80-135 meters elevation, where­
upon it decreases linearly to 30 square meters/min at the inversion base. 
Note that this relationship expresses the variation of Kv with ζ through 
the assumed form of the distribution and with x, y, and t through varia­
tions in the horizontal wind with these quantities. However, the effects 
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of shear field and vertical temperature structure are not considered in 
the formulation. 

Other formulations have been proposed for Kv, including that of 
O'Brien (80), which is based on a variation with ζ similar to the trape­
zoidal form. Much work is required, however, of a theoretical and an 
experimental nature to include properly the effects of independent vari­
ables not thus far considered, and as a result to establish better the 
functionality expressing turbulent diffusivity and its variations. 
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Concepts and Applications of Photochemical 
Smog Models 

A L A N Q. E S C H E N R O E D E R and JOSE R. MARTINEZ 

General Research Corp., Santa Barbara, Calif. 93105 

Following an overview of mathematical methods of ana­
lyzing air pollution, detailed developments of inputs, tech­
niques, and validations are presented for photochemical 
smog modeling. Finite-difference formulations are used to 
compute concentration histories. The chemical kinetics are 
expressed as lumped-parameter reaction mechanisms de­
rived from published laboratory data. Turbulent diffusion 
coefficients, which depend on height and time, come from 
atmospheric measurements. Inputs consist of source inven­
tories for the Los Angeles basin and solar irradiation curves 
for the appropriate days. Predicted histories of reactive 
hydrocarbons, oxides of nitrogen, and ozone are consistent 
with the variations observed at air monitoring stations. With 
refined descriptions of advection, the mathematical model 
will serve as a tool in planning legislation and guiding urban 
planning in the future. 

tmospheric simulation models wi l l play a central role in our efforts 
to improve the quality of the urban air environment because decision­

makers must anticipate the outcomes of available courses of action. 
Although air pollution models are still being developed, their authentica­
tion wi l l provide the link needed to establish the source emission limits 
required to achieve desired air quality standards. This approach can be 
broadened to answer questions of social and economic significance for 
different ameliorative strategies. 

The expected evolution of modeling methods leads ever closer to a 
direct contact with our immediate problems. We are presently seeking a 
technical understanding of chemical interactions with transport processes, 
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and our next step is to integrate this understanding in cost-benefit anal­
yses. (Because of the difficulties arising, probably a more realistic goal 
is a cost-of-restoration study.) Successive improvement and check out 
of modeling techniques wi l l offer quantitative criteria for federal and 
state legislation to improve air quality by controlling mobile sources of 
emissions. Addressing more specific problems, local government needs 
criteria for urban planning to prescribe population patterns and indus­
trial land uses that tend to preserve air quality. Hence, the local applica­
tion of predictive modeling influences the dispositions of fixed and mobile 
emitters. At the finest level of detail a predictive model could give the 
logic for the data processor in a real-time tactical system to guide deci­
sions for temporary source shutdowns that would avoid calling alerts 
after dangerous pollution buildups. 

Although we hope that preventive policies would preclude the need 
for this kind of alarm system, it is possible that some communities may 
be moving toward unacceptable limits faster than controls can be imposed. 

Implementation plans for abating air pollution problems require a 
quantitative cause-and-effect relationship to estimate future air quality 
in terms of source controls proposed for the region. Mathematical models, 
which are most likely to give this needed connection, must ultimately 
describe chemical transformations as well as meteorological transport. 
Air quality criteria now exist for particulate matter, sulfur oxides, 
carbon monoxide, photochemical oxidants, nitrogen oxides, and hydro­
carbons. Each of these materials is involved in chemical changes in 
urban atmospheres. A l l , except possibly C O (carbon monoxide) and 
some particulates, are either transformed or decay within a short enough 
time so that their concentrations in the urban domain are substan­
tially affected by chemical reactions. Although our understanding of the 
detailed mechanisms is far from complete, we now possess a workable 
mathematical framework for modeling atmospheric dispersion of multi-
component pollutant systems undergoing coupled chemical reactions. 

Having recognized these modeling requirements imposed by imple­
mentation planning, how can we best exploit our available methods to 
meet the immediate needs? For a limited number of regions, we can 
test some of the simplistic linear relationships connecting pollution with 
emissions ( I , 2). For those areas that have had many sensors in the 
field measuring air contaminants over the years, the relationships are 
assumed to be derived from plots of pollution levels vs. emission ton­
nages. Global background concentration has been suggested as an 
initial intercept point (on the pollution level axis) for the straight-line 
formulas. 

For most regions, however, not even a simple quantitative rationale 
can be used to implement planning because neither time nor money 
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4. E S C H E N R O E D E R A N D M A R T I N E Z Photochemical Smog Modeh 103 

is available to deploy a network of sensors and to collect a significant 
sample of monitoring data. This dilemma suggests another approach: 
the requirements that have been imposed can be met by instituting a 
deliberate effort to adapt second-generation mathematical models to the 
implementation-planning problem. Admittedly, unresolved conflicts in 
present experimental results may seem to indicate that this approach is 
premature, but the urgency of the situation likely justifies parallel activi­
ties. The adaptation of the mathematical framework can simultaneously 
proceed with laboratory investigations and field programs. As funda­
mental knowledge expands, the blanks in the framework can be filled. 
Meanwhile, the preliminary framework wi l l already be examining atmos­
pheric pollution relationships. Also, early attempts to solve planning 
problems with models wi l l highlight specific deficiencies and wi l l give 
valuable feedback to the research community. 

The two-way interaction between modeling and data-gathering can 
be considered as mutual support between research activities and en­
forcement activities. The efforts put forth in abatement are thereby 
more directly related to research efforts put forth on meteorology, chem­
istry, and physics. Wi th the emerging complexities of economic factors, 
the decision-maker must use techniques more subtle than massive rol l ­
back. The legislative approach based on flat prohibitions can be pressed 
to some extent, but it ultimately meets some stout barriers in the real 
world. A powerful combination of quantitative justification and techno­
logical innovation wi l l be needed to penetrate these barriers. Optimiza­
tion wi l l be the key word; concern for computer expenditures wi l l de­
crease as the dollar costs of damage caused by air pollution and of 
resources needed to control it are generally realized. 

Air Pollution Models 

Dispersion Models Based on Inert Pollutants. Atmospheric spreading 
of inert gaseous contaminant that is not absorbed at the ground has been 
described by the various Gaussian plume formulas. Many of the equa­
tions for concentration estimates originated with the work of Sutton (3). 
Subsequent applications of the formulas for point and line sources state 
the Gaussian plume as an assumption, but it has been rigorously shown 
to be an approximate solution to the transport equation with a constant 
diffusion coefficient and with certain boundary conditions (4). These 
restrictive conditions occur only for certain special situations in the 
atmosphere; thus, these approximate solutions must be applied carefully. 

Before extensive application of these plume models, Frenkiel used 
a puff model to study photochemical smog in Los Angeles (5). A point 
source was assumed to be centered within each four-mile-square in the 
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grid pattern extending over the basin. Nashville, Tenn. was the subject 
of some later papers by Pooler and Turner, who used Gaussian formula­
tions (6, 7). Point sources were assumed in Reference 6, but crosswind 
line sources were assumed in Reference 7 to approximate the emission 
emanating from each area element. Checks against field measurements 
of S 0 2 were made for each. Turner allowed for a first-order reaction in 
the gas phase to remove S 0 2 from the air. 

Extending the work to include NO^ (oxides of nitrogen), Clarke 
divided Cincinnati into 16 angular sectors, each having four radial zones 
(8). This grid was centered on a monitoring station. Reactions were 
allowed to deplete S 0 2 but not NO^. Koogler later added allowance for 
changing wind direction by periodically treating old plumes as new line 
sources ( 9 ). Also, the vertical confinement of an elevated inversion layer 
was approximated along with height variation of wind speed; evidently, 
the S 0 2 was not allowed to react. Mil ler and Holzworth also considered 
a limited mixing layer by assuming a uniform vertical profile when the 
"effluent reaches the top of the mixing layer" (10). The method was 
applied to Los Angeles, Washington, and Nashville for S 0 2 and NO^. 
A seasonal or monthly average model was reported by Martin and Tikvart 
to be applied to C O and S 0 2 concentrations (11). Following Turner's 
equations (7), a program was developed for the I B M 1130 computer. 
Also among the early papers was that of Lucas (12) which gave pre­
liminary approaches to the S0 2 -removal mechanism. 

Analysis and tabulations of data to be used in Gaussian plume 
formulas are also available. The report for the St. Louis Dispersion 
Study (13) gives further insight into tracer-spreading over urban areas 
in contradistinction to open areas where many measurements have been 
made. Detailed working charts and numerous examples in Turner's 
workbook (14) aid practical estimation of atmospheric dispersions under 
the conditions outlined above. 

For approximate calculations of either peak or average pollutant 
levels, a simple slab model can be used for the air overlying the urban 
area. The ground is the lower boundary, and the uppermost extent of 
mixing—e.g., an elevated inversion base—is the upper boundary of the 
slab. Uniform vertical profiles are assumed, and horizontal flow carries 
the polluted air away. This concept was suggested by Smith for order-
of-magnitude estimates (15); it was also discussed in Wanta's review 
article (16) along with most of the Gaussian plume models referred to 
above. 

Trying to overcome the limitations of the Gaussian plume assump­
tions, Lamb presented a Green's function approach to the solution of the 
transport equation with both area sources at the ground and volumetric 
sources caused by reactions (17). Two other features included in the 
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4. E S C H E N R O E D E R A N D M A R T I N E Z Photochemical Smog Models 105 

model were time dependence and absorption at the ground. (The latter 
generalization of boundary conditions might be especially important for 
pollutants such as N O ^ S 0 2 , and 0 3 , which combine with surfaces or 
with moisture on surfaces.) 

Recent work at Stanford Research Institute has been directed toward 
a simple and practical urban diffusion model for carbon monoxide (18). 
Its objectives include not only hour-to-hour predictions but also long-term 
climatological effects. Traffic distributions in time and space are inputs 
to the model, and concentration history at some receptor point is an 
output. This approach is still being developed and wi l l be improved 
with tests against field data to account for peculiarities of sampling sites 
and their microclimates. Combining the philosophy of this approach 
with our methods of treating photochemical reactions may provide an 
urban modeling technique that could be used for planning and 
abatement. 

Puff models such as that in Reference 5 use Gaussian spread parame­
ters, but by subdividing the effluent into discrete contributions, they avoid 
the restrictions of steady-state assumptions that limit the plume models 
just described. A recently documented application of a puff model for 
urban diffusion was described by Roberts et al. (19). It is capable of 
accounting for transient conditions in wind, stability, and mixing height. 
Continuous emissions are approximated by a series of instantaneous 
releases to form the puffs. The model, which is able to describe multiple 
area sources, has been checked out for Chicago by comparison with over 
10,000 hourly averages of sulfur dioxide concentration. 

Related Work on Photochemical Smog Modeling. Models for photo­
chemical air pollution require extensions of earlier methods. Coupled 
chemical reactions and radiation attenuation in the ultraviolet introduce 
nonlinearities into the analysis. Consequently, the superposition of linear 
solutions from collections of point, line, or finite-area sources may inaccu­
rately describe the chemical interactions with meteorological conditions 
in the air basin. Chemical evolution of pollutants, therefore, demands 
a step-by-step description to reflect the cumulative effects of the processes 
occurring. 

Efforts aimed at overcoming the limitations have resulted in meth­
ods that range from modified classical treatments to new formulations. 
Because detailed chemical descriptions were not yet available, the work 
of Frenkiel (5) on the Los Angeles basin stresses diffusive aspects of 
the problem by treating plume trajectories from a collection of puff 
sources. Other early work (20) used simplified chemistry in an analog 
computer solution for composition histories in a network of homogene­
ously mixed cells. The horizontal faces of each cell were assumed to be 
the inversion base and the ground, respectively. This approach some-
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what resembles that in Reference 15. Suggestions have been made that 
chemical changes should be superimposed on a dispersion model like 
Frenkiel's (5). 

Friedlander and Seinfeld, recognizing that the generality needed 
could be given by finite-difference numerical solutions to the diffusion 
equations, developed their dynamic model of photochemical smog (21). 
This model allowed for nonlinear chemical interactions, but the L a ­
grangian profile similarity required by the diffusion scheme still may be 
too restrictive to allow full freedom in specifying ground boundary con­
ditions. Tests of the technique for photochemical smog with actual 
emission inventory data (in the form of distributed ground boundary 
conditions ) have not been reported. 

The models developed by Calvert (22) and Wayne et al. (23) stress 
chemical kinetic mechanism. In the former the photochemical smog 
mechanism is reduced to 17 steps and in the latter to 31 steps. In the 
larger mechanism plausible reactions for the CSHQ/NOX/ air system are 
carefully described, but it is ultimately applied to the atmospheric case 
where dozens of smog-forming hydrocarbons are involved. To preserve 
a consistent level of detail, the number of reactions must be increased by 
a large factor; however, this is avoided by adjusting the rate constants 
to obtain observed results. Homogeneously stirred air parcels following 
wind trajectories are assumed to retain first order, ordinary differential 
equations. Chemical kinetic studies have been carried out by numerical 
integrations of the coupled rate equations for conditions appropriate to 
laboratory chamber experiments in the absence of diffusion. Other 
computer investigations of this general nature include the work of the 
group headed by Bernard Weinstock of Ford Motor Co. and Kar l West­
berg at the Aecrospace Corp. (24). These approaches follow the philoso­
phy of studying a proposed chemical scheme by modeling laboratory 
data. Modifications are usually necessary for applications to the 
atmosphere. 

Three-dimensional, time-dependent methods (25, 26) have been 
recently proposed, but results for reactive atmospheres have not been 
reported at this writing. Simplified chemistry must be used in each of 
these approaches because of the emphasis on details of advection and 
diffusion. The body of data for most air basins falls short of the input 
requirements for any transport formulation of this complexity. In some 
cases it may be difficult to avoid the problem of allowing too many 
unspecified parameters to obscure the physically based portions of the 
calculation. One new method uses an Eulerian coordinate frame ( L a ­
grangian coordinates refer to a fluid mass which is followed in time and 
space in contrast with an Eulerian frame which has fluid moving relative 
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to a fixed coordinate system.) which introduces the chronic problem of 
artificial (or numerical) diffusion. Small time and space steps are the 
only means suggested previously to remedy the problem. The other 
method uses a discretized representation of species concentrations in a 
Lagrangian frame. For multicomponent systems the latter approach has 
previously been limited because of the large quantity of rapid access 
memory storage needed for each species. Both of these problems have 
been recognized for some time with three-dimensional, time-dependent 
calculations. More powerful computers and novel algorithms may be 
required for their solutions. 

Overview of the Combined Photochemical—Diffusion Model. Trying 
to incorporate the best aspects of some previous work, we have tried to 
balance the detail between the chemical and meteorological formulations 
in our model. The development methodology begins with pure chemical 
kinetics validations using laboratory data from irradiation chamber ex­
periments. This development has evolved through two stages—one 
involving only seven reactions and another using 12 reactions. Both are 
based on a lumped-parameter approach that includes groups of parallel 
reactions that perform a common function into a single effective kinetic 
step. Another aspect of the lumping is the collapse of a reaction chain 
into a rate-controlling step. Nonstoichiometric product yields sometimes 
occur with these simplifications. 

The application of the chemical schemes to atmospheric phenomena 
requires a diffusion formulation that reflects time-dependence and spatial 
variability of meteorological conditions. A n attempt has been made to 
keep the mathematical description near the level of detail and precision 
of the observational data. This has resulted in a Lagrangian air parcel 
formulation with finite-rate vertical diffusion. The approach avoids the 
artificial numerical diffusion because it uses natural (or intrinsic) co­
ordinates that are aligned with fluid motion. This allows us simultane­
ously to include upward dispersion and chemical change. Figure 1 
schematically illustrates the main features of the formulation. High­
speed memory requirements are limited by allowing sequential point-
by-point output of the history of the air parcel. 

Some insights into model requirements are gained by examining 
some length and time scales characteristic of the Los Angeles basin, the 
region chosen as a prototype for validation. The horizontal scale of the 
air region is tens of kilometers, but the distance from ground to inversion 
base is usually less than one-half kilometer during smog episodes. During 
late morning buildup of secondary pollutants, winds are only 3 or 4 
km/hour, and the vertical diffusion coefficient averages about 1 0 2 

km 2 /hour or less. High reactivity hydrocarbons are halfway photo-
oxidized about 2 or 3 hours after they appear in the morning. If vertical 
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Figure 1. Schematic of diffusion model for air pollution simulation 

diffusion approximates a random walk, the characteristic diffusion time 
from the ground to the inversion base can be 1-4 hours. A 10 km down­
wind drift also occurs within this interval. Consequently, we conclude 
that a smog event must be modeled by treating simultaneously the 
processes of vertical diffusion, horizontal advection, and finite-rate 
photochemistry. 

Some Simplified Kinetic Mechanisms 

The Original Scheme. The photochemical reactions lead to most of 
the unusual new requirements placed on this model. Before treating 
atmospheric studies, we must understand the action of the chemistry 
and describe it simply enough to keep the ultimate computer require­
ments within reasonable bounds. First, an extremely simple version of 
a kinetic mechanism (27) w i l l be explained and examined. 

Experimental chamber results have been computer analyzed to give 
a kinetic model for the Los Angeles basin studies. In developing the 
model scheme, we began by trying combinations of elementary reaction 
steps that have been previously suggested (28, 29, 30, 31, 32, 33). After 
many successive simplifications, we obtained a seven species by seven 
reaction model mechanism which is the first version discussed. Simul-
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4. E S C H E N R O E D E R A N D M A R T I N E Z Photochemical Smog Models 109 

taneous solutions of the coupled rate equations guided the evolution of 
the representation. We retained only those classes of rate-controlling 
steps needed to replicate observed concentration histories. However, 
enough generality is included to validate the assumptions over a range 
of composition and light intensity conditions representative of photo­
chemical air pollution. Hence, no claim is made that the scheme is a 
complete, mechanistic embodiment of the available chemical kinetic 
hypotheses. 

Figure 2 illustrates the lumped-parameter kinetics by a block dia­
gram, and Figures 3 and 4 show concentration histories in a trans-2-
butene/nitric oxide system which illustrate the action. Symbolically, 
the diagram shows species as boxes and reactions as path intersections. 
In Figure 2 the emitter is labeled S O U R C E and sunlight is denoted by 
hv. The experiment (34) illustrated in Figures 3 and 4 replaces the 
source with a premixed charge of H C and N O and uses simulated 
sunlight. 

Examination of Figure 2 shows that the N 0 2 photodissociates to 
contribute Ο atoms and N O . The Ο atoms attack the hydrocarbon and 

L = RATE C O N S T A N T F R O M LITERATURE 
Ε = RATE C O N S T A N T EST IMATED 

A L D E H Y D E 

Figure 2. Original reaction mechanism 
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produce free radicals represented here by R 0 2 . In turn, the R 0 2 provides 
an oxygen source to reconvert N O to N 0 2 . This path augments the 
already rapid reaction of ozone with N O to form N 0 2 . Three-body 
association of Ο with 0 2 contributes most of the ozone; however, an 
abstraction reaction of 0 2 with R 0 2 also gives ozone. (In the more ad­
vanced version of the model this abstraction reaction is dropped because 
it is energetically unfavorable. It is needed here to provide ozone 
buildup at late times. ) Nitrate formation removes N 0 2 in chain termina­
tion reactions. One minor branch of the chain is included in Figure 2 
as the production of peroxyacetyl nitrate ( P A N ). This is included in the 
model because P A N has been established to be a phytotoxicant. 

T IME 

Figure 3. Computed and observed reactant histories for the trans-
2-butene/nitric oxide system 

Following the concentration histories in Figures 3 and 4, we note 
that the hydrocarbon disappearance contributes R 0 2 which oxidizes N O 
to N 0 2 . When this induction phase is complete, ozone concentration 
rises because no N O remains to compete for the ozone. Nitrate forma­
tion and photodissociation then take over to reverse the rising trend in 
N 0 2 . In the later stages ozone becomes a serious competitor with oxygen 
atoms in the attack on hydrocarbons. 

Before we assess the validity of the calculations, we shall list some 
of the processes which are absorbed in certain overall steps so that the 
simplicity of the scheme is preserved for ultimate economy in 
computation: 

1. Free radicals like R 0 2 or O H also attack hydrocarbons so that 
the Ο + H C and 0 3 + H C rates must be artificially elevated. 
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4. E S C H E N R O E D E R A N D M A R T I N E Z Photochemical Smog Models 111 

2. Aldehyde photolysis (35) is another branch of the mechanism 
that must be absorbed in the rates and stoichiometry of a lumped 
parameter scheme. 

3. Inorganic particulate nitrate products would be added if it were 
necessary to complete the material balance to account for nitrogen (36). 

4. Radical regeneration involving C O may be implicitly absorbed 
in the chain branching factor applied to R 0 2 (37). 

Curves in Figures 3 and 4 show calculated results ( Quasi-stationarity 
is assumed for O-atom and R0 2 -radicals to facilitate calculations. N u ­
merical tests confirm the validity of these approximations.) for the con­
ditions of one of Tuesday's experiments. Table I details the reaction 
stoichiometry and rate constants for the calculation. The calculated 
photooxidation rates for the main reactants are somewhat slow around 
8 minutes, and the appearance rate of P A N is too fast between 12 and 
16 minutes. This results from a compromise needed because of a certain 
inflexibility in the schematic kinetics. The calculation uses established 
values of rates from the literature for the three inorganic reactions. The 
N 0 2 photolysis was calibrated (34) according to the light intensity at 
0.37 min" 1 , and the other two reaction rate constants were obtained from 
Reference 38, assuming an ambient temperature of 27°C. To obtain 
observed oxidation rates, the Ο atom plus C 4 H S rate was increased nearly 
fourfold to absorb the competing radical reactions, and the ozone on 
C 4 H 8 rate fell near the upper end of measured range. Nominal values for 
these reactions are taken from the literature (31). Collision theory esti­
mates yield upper limit nominal values for the last three reactions listed 
in Table I. 

A single experiment is discussed to show the validation of the simple 
scheme. Other experiments point out special features; for example, the 

T IME 

Figure 4. Computed and observed product histories for the trans-2-
butene/nitric oxide system 
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112 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

Table I. Rate Coefficients for 
Reaction Nominal Valuesb 

hv + N 0 2 -> N O + Ο 
0 + 0 2 + M - > 0 3 + M 
0 3 + N O - » N 0 2 + 0 2 

Ο + C 4 H 8 -> 2.5 R 0 2 + 0.12 Aid 
0 3 + C 4 H 8 -> 2.5 R 0 2 + 0.12 Aid 

0.072 to 0.55 m i n - 1 

1.32 Χ ΙΟ"5 ppm- 2 min 
21.8 p p m ^ m i n - 1 

,-1 

3.34 Χ 104 ppm^min - 1 

4.2 X 10" 2 to 
6.4 X 10- 1 ppm- imin- 1 

R 0 2 + N O -> N 0 2 + R O 
R 0 2 + 0 2 -> 0.5 0 3 

R 0 2 + N 0 2 -> 0.67 P A N 

<50 ppm~~ lmin _ 1 

<50 ppm^min- 1 

<50 p p m - 1 m i n - 1 

a Stoichiometry imbalances occur in some reaction steps because of lumped 
parameter kinetic assumptions. 

ozone reaction with a hydrocarbon is far more complex than a single 
step because somewhat lower rate values for 0 3 + C 4 H 8 (still in the 
nominal range shown in Table I) are observed in experiments involving 
C 4 H 8 / N 0 2 systems under irradiation. Except for this complication, the 
rates in Table I show good modeling results near the value of initial 
C 4 H 8 / N O - r a t i o used in the prototype experiment. These rates also 
describe well the influence of varying light intensities below and above 
that used for Figure 3 ( see Table I for range ). 

Several features of this particular system, however, are atypical of 
photochemical air pollution. Such features include the reactivity, the 
concentration levels, the time scales, and the organic nitrate production. 
jTrans-2-butene is far more reactive than the average of atmospheric 
hydrocarbons. Even omitting low reactivity components (methane, 
ethane, and acetylene) from automotive exhaust compositions, we find 
that the remaining fraction of hydrocarbons has a weighted average 
reactivity index (39) many times less than that of the butènes. Regarding 
concentration levels, the experiment (34) cited begins with 10 parts per 
million (ppm) reactive hydrocarbon whereas atmospheric values are 
one tenth as large. As a result of these two differences, smog reaction 
times are about twenty times as long as those of the experiment. Finally 
the P A N yields from butene oxidation exceed those of the atmospheric 
reactants. Despite these limitations, Reference 34 covers a broader scope 
of parametric variables than most experiments reported in the literature. 
Therefore, it gives many validation benchmarks for various compositions 
and light intensities. Since the propylene—nitric oxide system is more 
nearly like reactive systems in air pollution, validation tests were con­
ducted on that system also. Measured composition behavior from cham­
ber irradiation tests ( 40, 41 ) again serves as a basis for modifying some 
of the rate constants to absorb the additional effects. Lower oxidation 
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4. E S C H E N R O E D E R A N D M A R T I N E Z Photochemical Smog Models 113 

Tr*ws-2-Butene/Nitric Oxide System" 

Model Values0 

0.072 to 0.55 m i n - 1 

1.32 X 10- 5 ppm^min- 1 

21.8 p p m ^ m i n - 1 

1.11 Χ 105 ppm^min- 1 

6 Χ 10 - 1 ppm^min - 1 

50 ppm^min - 1 

3 X 10~5 ppm- imin- 1 

1 ppm^min- 1 

6 F o r sources see Some Simpli f ied K i n e t i c Mechanisms. 
c Values consistent w i t h experimental measurement (34). 

rates and lower P A N yields occur with propylene as compared with 
fraas-2-butene. Lumped rate constants for Ο - f C 3 H 6 and 0 3 + C 3 H 6 

were 4.97 Χ 104 and 1.8 Χ 10"1 ppm" 1 min" 1 , respectively, for use with 
this simple mechanism. In the more complex mechanism to follow the 
literature values are adhered to. 

In viewing the transition from the simple to the complex mecha­
nisms, one should realize what the limitations and objectives are for the 
simple mechanism. It describes pure hydrocarbon photooxidation with 
nitric oxide within a rather restricted range of initial mixtures typical 
of polluted air; however, it describes well the overall rate dependence 
on light intensity. The rate constants for organic reaction steps must be 
changed for different hydrocarbons as evidenced by the changes cited 
above needed to fit the propylene results. Major objectives of the more 
complex treatment discussed in the following sections are to relax the 
restrictions on initial mixture composition and to describe the chain 
initiating steps individually (instead of lumping them in the Ο + 
HC-rate) . 

Addition of More Realistic Oxidation Chains. As referred to above, 
it has been known for some time that hydrocarbon consumption rates 
observed in chamber experiments cannot be explained by ozone and 
oxygen atom attack alone. This is discussed by Altshuller and Bufalini 
(31) where they note that Schuck and Doyle (42) termed the disparity 
an excess rate. Our previous modeling work treated this by increasing 
the 0 3 and O-atom rates of reaction with hydrocarbon. 

To use known rate constants to a maximum extent in the present 
work, we have added a hydrocarbon oxidation chain to reflect the 
attack of R O upon the hydrocarbon. Because of its suspected dominance 
(43,44), hydroxyl radical ( O H ) was assumed to be the only R O reacting 
with the hydrocarbon. 
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Following the inorganic cycle formed by 

Av + N 0 2 -> N O + Ο I 
O + O2 + M — > 0 3 + M J ( 1 ) 

N O + 0 3 -> N 0 2 + 0 2 (2) 

(The two reaction steps in (1) are combined by assuming O-atom sta-
tionarity internal to the logic of the computer program. Thus, Reaction 
(1) nets the system hv + 0 2 + N 0 2 -> N O + 0 3 . ) W e have allowed 
each hydrocarbon oxidation to generate multiple R 0 2 radicals, expressed 
by the ^-factors in the steps 

Ο + H C —> bi (R0 2 ) (3) 

O H + H C - * 62 (R0 2 ) (4) 

0 3 + H C —> 63 (R0 2 ) (5) 

Subsequent conversion of N O to N 0 2 was assumed to occur via 

R 0 2 + N O —> N 0 2 + d (OH) (6) 

where d expresses that fraction of the conversion responsible for return­
ing hydroxyl to the system. 

Reactions (4) and (6) form something of a closed loop, and a sta­
bility requirement like b2d < 1 may be needed to prevent R0 2 -runaway. 
This is not a precise requirement because of the variety of external 
factors that influnce the flow rate of free radicals around the loop. Some 
of the R 0 2 is formed by the other two reactions, and there are radical 
removal processes in the chain termination steps we discuss below. 

R 0 2 and O H are held in check by removal steps that terminate the 
chains. We continue to use some lumped parameter reactions such as 

R 0 2 + N 0 2 -> c (PAN) (7) 

and some elementary reactions like 

O H + N O + M -> H O N O + M (8) 

O H + N 0 2 + M —> H N O 3 + M (9) 

This rounds out the expanded mechanism (See Figure 5 for a schematic 
diagram ). 
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4. E S C H E N R O E D E R A N D M A R T I N E Z Photochemical Smog Models 115 

In summary, the main changes from the scheme described in The 
Original Scheme are the addition of radical species R O ( treated as O H ), 
the provision for a multiplicity of hydrocarbons (not shown in equa­
tions), and the elimination of ozone production from an R 0 2 reaction. 
The multiplicity of hydrocarbons is done by adding parallel reactions 
to (3), (4), and (5). The ozone production reaction is omitted because 
of its suspected endothermicity (24). 

For our initial tests we tried the rate constants compiled and esti­
mated by Westberg and Cohen (24). Stoichiometric coefficients bi, fc2, 

and d were determined by hand-calculation analysis of some of the 
propylene data represented by Reference 40. We found that bd = 1 
where b is a composite branching factor and b = 2 to explain the decay 
rate of N O as compared with that of propylene. 

4 1 

R 0 2 

(H0 2 ) 

Figure 5. Expanded kinetic mechanism 

Explosions of R0 2-concentration characterized some early choices 
of ^-combinations because of the positive feedback loop involving radi­
cal reactions shown in Figure 5. Since these occurred in the first few 
seconds of real time, they were difficult to detect. This is unexpected 
because of the longer time scales usually associated with the system. 
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116 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

Table II. Rate Coefficients for Expanded Model 

Nominal Vallies for 
Reaction Propylene System (24) 

Λν + N 0 2 -> N O + Ο 
Ο (+ 0 2 ) + M - » 0 3 + M 
0 2 + N O —> N 0 2 (+ 0 2 ) 
Ο + H C —» 2 R 0 2 

O H + H C —> 2 R 0 2 

R 0 2 + N O —> N 0 2 + 0.5 O H 
R 0 2 + N 0 2 -> P A N 
O H + N O - + H N 0 2 * 
O H + N 0 2 ^ H N 0 3

6 

0 3 + H C —» R 0 2 

( H 2 0 +) N O + N 0 2 -> 2 H N 0 2
C 

hv + H N 0 2 -> N O + O H 

0.4 m i n - 1 

1.32 Χ ΙΟ"5 ppm^min - 1 

22-44 ppm - 1 ! ! ! ! ] ! - 1 

6100 p p m - ^ i n - 1 

244 p p m ^ m i n - 1 

122 ppm - 1 ! ! ! ! ! ! " 1 

122 p p m ^ m i n - 1 

99 p p m _ 1 m i n _ 1 

300 p p m _ 1 m i n _ 1 

0.00927 - 0.0125 ppm^min - 1 

α Stoichiometry imbalances may occur because of lumped parameter assumptions. 
b Rate constant lumps third body concentration. 

Sudden drops of N O and H C ( to some nonzero levels ) occurred during 
the first minute followed by the dynamic equilibrium between N O , N 0 2 , 
and 0 3 with a slow decay of hydrocarbon. The underlying pathology 
was discovered by rerunning with special diagnostic outputs. 

Nominal rate constants were adjusted to reconcile computed results 
with measured values. For example, the ( O H + HC)-rate was cut to 
about one-third the estimated value, and the ( N O + R0 2 ) - rate was 
increased eightfold. Reaction rates which have been reported indi­
vidually in the literature were held at their nominal values, including 
the ( Ο -f- H C ) -rate which we had to increase many-fold in The Original 
Scheme. Also, the retention of Reaction (5) was still necessary to de­
scribe the continued C 3 H 6 -decay after the near disappearance of N O . 

To reproduce the late-time behavior of N 0 2 and propylene, we 
included chain termination reactions in addition to those indicated in 
Figure 5. In their more recent review (45), Altshuller and Bufalini point 
out that H O N O might be formed by the reaction with water vapor 

N O + N 0 2 + H 2 0 -> 2 H O N O (10) 

which is likely to proceed in the two steps 

N O + N 0 2 - > N 2 0 3 (11) 

N 2 0 3 + H 2 0 -> 2HONO (12) 

A possible source of OH-radical (43, 44) is the photodissociation of 
H O N O 
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4. E S C H E N R O E D E R A N D M A R T I N E Z Photochemical Smog Models 117 

of the Hydrocarbon/Nitric Oxide Mechanism 0 

Model Values 
0.4 m i n - 1 

1.32 X 10- 5 p p m ^ m i n - 1 

40 p p m ^ m i n - 1 

6100 ppm^mirr - 1 

80 p p m - 1 m i n - 1 

1500 ppm^mirr - 1 

6 ppm^mirr - 1 

10 ppm - 1 ! ! ! ! ! ! - 1 

30 p p m ^ m i n - 1 

0.0125 ppm- imin- 1 

0.01 p p m ^ m i n - 1 

0.001 m i n - 1 

c Water vapor lumped into rate coefficient. 

hv + H O N O —> O H + N O (13) 

Figure 6 shows the computed concentration history using this 
scheme to describe the experimental observations of Altshuller et al. 
(40), and Table II summarizes the reaction rate constants that were used. 
The Nominal Values column in Table II gives our original values, based 
on tabulations in Reference 24. Following an empirical procedure, our 
calculations combined H 20-concentrations with the rate constant for 
Reaction (10) as indicated; therefore, no comparable nominal value is 
shown. Higher levels of precision than that shown in Figure 6 were not 
among our objectives to describe the miscellaneous hydrocarbons in the 
urban atmosphere. Orders of magnitude for conversion times and levels 
are sufficiently good to proceed from here. The objective that we have 
fulfilled is to represent the so-called excess rate of hydrocarbon oxidation 
with added reactions instead of artificially increasing the O-atom rate 
with hydrocarbon. 

Influence of Initial Composition 

Influence of Initial Composition. S Y N E R G I S M B E T W E E N H Y D R O C A R ­

B O N S . The fact that free radicals produced in the photooxidation of one 
hydrocarbon can accelerate the attack on a coexistent hydrocarbon has 
been illustrated with experimental findings by Altshuller and Bufalini 
(45). Because of the limited understanding of detailed interactive 
mechanisms, we limited our multiple hydrocarbon investigation to a 
simple parametric study. Using an abbreviated version of the mechanism 
in Table I, we added a parallel series of oxidation steps. This scheme 
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is shown in the flow chart of Figure 5 with dashed lines along the bottom 
portion of the diagram. 

In the parametric study the same initial values of total hydrocarbon 
and nitric oxide as those in Figure 6 were used. The hydrocarbon, how­
ever, was partitioned into two hypothetical compounds, one having triple 
the ( O H + H C ) rate constant and the other having one-third the ( O H 
+ H C ) rate constant as propylene. The compound with the tripled 
rate is called species B, and the one with the decreased rate is called 
species A . A l l other reactions in the scheme are the same in all respects 
as their counterparts in the ( C 8 H 6 + NO#) system. 

TIME 

Figure 6. Computed curves compared with experimental points for the 
propylene/nitrogen oxides system 

Figure 7 shows the hydrocarbon decay curves from the parametric 
study. On the same coordinates we plot curves for model calculations 
of pure hydrocarbon A, pure hydrocarbon B, and pure propylene for 
comparison with the half-and-half mixture of hypothetical compounds. 
The most interesting aspect of Figure 7 is that the mixture decays faster 
than propylene even though it contains equal quantities of A and Β 
which bracket propylene symmetrically. The coupling between the two 
hydrocarbons occurs via the R 0 2 conversion of N O to N 0 2 and the 
production of O H . Evidently the combination of the rapid incubation 
( afforded by the reactive hydrocarbon ) with the twofold chain-branching 
is sufficient to increase the decay rate over that of pure propylene. 
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Figure 8 shows corresponding curves for ozone buildups predicted 
in the computer experiment. Again the combination seems to exceed the 
pure propylene in its rapidity to produce ozone. This occurs because 
of the enhanced conversion rate of nitric oxide to nitrogen dioxide stimu­
lated by the early abundance of R 0 2 generated by the high-reactivity 
fraction. 

These findings show a plausible mechanism for the interaction of 
multiple hydrocarbons. In future applications of our photochemical/ 
diffusion model, this type of representation is probably more realistic 
than a super-detailed single hydrocarbon mechanism with many adjust­
able constants. Other radical interactions like R 0 2 + H C and R C 0 3 + 
H C might give plausible coupling paths ( 45 ) in addition to the hydroxyl 
attack on the hydrocarbon. Other forms of coupling may favor the 
slower reacting hydrocarbon in a similar numerical experiment with a 
half-and-half mixture. 

M O D E L I N G T H E I N F L U E N C E O F N O ^ / H C - R A T I O O N O X I D A N T P R O D U C ­

T I O N . We included the chain termination results for nitrogen oxides 
above to improve the modeling of initial mixture effects. It is recalled 
that we previously issued a warning restricting the seven-step mecha­
nism to a narrow range of N O ^ / H C ratios. Seinfeld (46) pointed out 
that the slope of the curve of peak oxidant vs. N O ^ / H C - r a t i o did not 
even have the correct sign. If modeling is to be used to evaluate hypo­
thetical abatement strategies, this deficiency must clearly be remedied. 

SPECIES Ά " H A S A N (OH + HC) -RATE ONE-TH IRD THAT O F C 3 H 6 

SPECIES "Β" HAS A N (OH + HC)-RATE THREE TIMES THAT O F C 3 H 6 

ppm 

0 20 40 60 80 100 120 140 160 min 
TIME 

Figure 7. Hydrocarbon decay with two reactivities 
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Figure 9 shows the results from the 12-step (Stationary state treat­
ment of O-atoms reduces it to 11) mechanism given in Table II. Experi­
mental results for pure and mixed hydrocarbons are shown on this plot 
of peak oxidant vs. NO^/HC-rat io . The model mechanism shows a 
monotonically declining trend of oxidant production as the oxides of 
nitrogen increase. Both of the pure hydrocarbons measured by Altshuller 
et al. show peaks at widely separated values of the mixture ratio. It 
seem reasonable that the typical mixture of atmospheric pollutant hydro­
carbons should show a decrease of oxidant with increasing N O ^ / H C -
ratio. This is supported by the fact that the relative abundance of 
hydrocarbon species decreases with increasing reactivity. Now since the 
low reactivity species peak at lower NO^/HC-ratios the combined effect 
should give a negative slope. 

RATE ONE-THIRD 

RATE THREE TIMES 

TIME 

Figure 8. Ozone buildup with two reactivities 

The two plots on Figure 9 of oxidant production from diluted and 
irradiated automobile exhaust {48, 49) have negative slopes comparable 
with that of the model. As stated earlier, our purpose in using chamber 
data for propylene to validate the mechanism is to capture the main 
features of the experiments that apply to the atmosphere. However, if 
propylene were the subject of our study, we would proceed to expand 
on the mechanism to get the proper curve shape shown in Figure 9. 

Having subjected the 12-step mechanism to these laboratory tests, 
we use it in its present form for atmospheric validation studies described 
in a later section. 

H Y D R O C A R B O N A ' HAS A N (OH + H C ) -
THAT O F C 3 H 6 

H Y D R O C A R B O N 'B ' HAS A N (OH + H C ) -
THAT O F C 3 H 6 

ppm 
1.0 ι— 
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p p m 

1 . 2 r -

M O L E RATIO Ν Ο χ TO H Y D R O C A R B O N 

Figure 9. Influence of NOx:HC-ratio on oxidant pro­
duction 

This curve is lowered considerably by our subsequent adop­
tion of one-half the propylene rates for atmospheric calcula­

tions (NMHC — Non-methane hydrocarbon) 

E X A M I N A T I O N O F C A R B O N M O N O X I D E E F F E C T S . Recent work (44, 
50, 51) of smog photochemistry has suggested that carbon monoxide 
may play a role in accelerating the photooxidation of hydrocarbon/nitric 
oxide mixtures. The mechanism suggested is 

O H + CO —> C 0 2 + Η (14) 

Η + 0 2 + M -> H 0 2 + M (15) 

Pu
bl

is
he

d 
on

 J
un

e 
1,

 1
97

2 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
13

.c
h0

04



122 P H O T O C H E M I C A L S M O G A N D O Z O N E R E A C T I O N S 

H 0 2 + N O —> O H + N 0 2 (16) 

H 0 2 + N 0 2 -> H N 0 2 + 0 2 (17) 

Reaction (15) is postulated to contribute H 0 2 rapidly as it responds to 
the presence of Η-atom, and Reaction (16) enhances the N O - t o - N 0 2 

conversion already occurring in Reaction (6). Likewise, the hydroxyl 
radical supplied by Reaction ( 16 ) goes on to react with the hydrocarbon 
in Reaction (4), producing R0 2 -radicals in a branched chain already 
described. Reaction (17) is a chain termination step suggested for H 0 2 . 

The key feature we wish to examine in this alternate path is the 
competition of C O with hydrocarbon for the hydroxyl radicals. The 
rate constant for O H + C 3 H 6 suggested in Reference 24 is about equal 
to that suggested in Reference 50 for O H + C O . We tried a wide range 
of ( O H -)- CO)-rates holding the basic system at the values in Table I. 
Since Reaction ( 15 ) is fast, Reactions ( 14 ) and ( 15 ) were added to give 
the overall reaction 

0 2 + O H + CO -> C 0 2 + H 0 2 (18) 

The rate constant for Reaction (16) was taken to be the same as its 
R0 2 -analog, Reaction (6), and the rate constant for Reaction (17) 
was assigned the value of 1.2 ppm" 1 min" 1 , based on the estimate in 
Reference 24. The species 0 2 is implicitly carried in the calculation, and 
the rate constant for Reaction ( 18 ) is varied parametrically for this study. 

Table III. Influence of 100 ppm Carbon Monoxide on the System Shown 
in Figure 6 with Various Values of the Ratio of ( O H + H C ) / 

( O H + C O ) Reaction Rate Coefficients (Reaction Time in Minutes) 

k 4 /k i8 ty2-NO tPk-N02 ty2-HC ty2-0: 

0.4 a <1 4 40 10 
4 6 13 48 22 

40 25 43 73 62 
80 29 52 81 73 

System in Figure 6 
(No CO) 36 66 92 83 

a Th i s is w i th set at the estimated value from Reference 50. 

Beginning with ( C O + OH)-values at the level suggested in Refer­
ence 50 (fci8 ^ 200 p p m 1 min" 1 ) , we found rapid N O - t o - N 0 2 conversion 
and H C disappearance with 100 ppm C O added. Only when k is was 
lowered to 1 or 2 ppm" 1 m i n 1 did we obtain only small effects. Since 
riuch experimental verification is yet to be done, only a limited effort 
vas given to this aspect of the study. Table III summarizes the main 
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4. E S C H E N R O E D E R A N D M A R T I N E Z Photochemical Smog Models 123 

findings. It indicates that the half disappearance time of N O is the 
strongest effect of fci8 on the system, and the half-disappearance time of 
hydrocarbon is least affected. The peaking time for N 0 2 and the half-
rise time of ozone are moderately sensitive to the rate constant. 

In any event whether we use the estimated rate of ( O H -f- C O ) -
reaction or only preserve its ratio to that of the ( O H -f- HC)-reaction 
suggested in Reference 24, we get large effects. Other work (43) sug­
gests a much larger ( O H -f- HC)-rate constant for propylene. Because 
of our findings and of the wide disagreements on some of the rates, a 
real need exists for definitive experimentation to achieve a deeper under­
standing of the kinetics. 

Atmospheric Adaptation Based on Reactivity Data Analysis. To 
apply the reaction mechanisms developed above to cases of realistic 
photochemical air pollution, some means must be devised to convert the 
laboratory-derived rate constants to those suitable for atmospheric proc­
esses. Although the atmosphere over a city contains a variety of hydro­
carbon species, we wi l l attempt to characterize it by a single averaged 
species. The averaging wi l l be in the sense of reactivity—i.e., the hydro­
carbon's susceptibility to oxidative attack, its ability to produce oxidants, 
or its likelihood to lead to undesirable biological effects. To do this we 
wi l l relate the reactivity of pollutant species to the pure species observed 
in the laboratory. 

When a deeper understanding of hydrocarbon synergism is attained, 
we can model the interactions by including the key reactions; however, 
an interim approach has been adopted to scale hydrocarbon rate con­
stants according to observed reactivities. Gas chromatographic measure­
ments made by Scott Research Laboratories (52, 53) give the input 
information used in the analysis. Air samples were analyzed at a central 
basin station and at a northeastern basin station for two smog seasons. 

Before interpreting the results of the analysis, we examine the 
reactivity scales and their application. Previously, reactivity ratings have 
been assigned to the individual hydrocarbon compounds occurring in 
photochemical air pollution (39, 54, 55, 56). Various classification cri­
teria have evolved on the basis of different observable effects. Reactivity 
response numbers represent the relative extent to which each effect 
occurs; some of the effects are hydrocarbon consumption rate, nitric 
oxide consumption rate, nitrogen dioxide peaking time, product yields, 
and biological responses. Also, several experimental studies on distribu­
tions of specific hydrocarbons in polluted atmospheres have been previ­
ously reported (57, 58, 59, 60, 61). Each of these studies analyzed data 
that are limited either in number of samples or number of compounds 
when compared with the body of data presented for analysis in the 
present program. Consequently, our data base permits us to proceed 
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124 P H O T O C H E M I C A L S M O G A N D O Z O N E R E A C T I O N S 

in drawing general conclusions. Table IV shows the two reactivity scales 
used for this analysis. 

We use the reactivity groupings as a method of classifying com­
pounds to give some insights into the processes occurring. Means and 
standard deviations for the values at each time of day are derived using 
the whole sample of days available. For the level of detail in this work, 
this approach gives more breadth to the results than one of focusing 

Table IV. Hydrocarbon Reactivity Scales (55) 

Reactivity Response 

Product 
Hydrocarbon Formation 

Group No. Class of Compounds Consumption and Biological 
Effects 

1 C i - C 5 paraffins, acetylene, benzene 
C 6 + paraffins 

0 0 
2 

C i - C 5 paraffins, acetylene, benzene 
C 6 + paraffins 1 1 

3 Toluene and other 
monoalkylbenzenes 3 3 

4 Ethylene 4 4 
5 Dia lky l - and tr ialkyl -

benzenes, diolefins 8 6 
6 1-alkenes 17 7 
7 Internally double-bonded olefins 100 8 

12r 

Ρ 2k 

ol 1 1 1 I 1 I I I I 
0600 0800 1000 1200 1400 hr 

TIME, PST 

Figure 10. Average reactivity history for Commerce, 1969: hydrocarbon con­
sumption scale (from Altshuller) 
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4. E S C H E N R O E D E R A N D M A R T I N E Z Photochemical Smog Models 125 

attention on a limited number of compounds or on a limited number 
of days. 

Figures 10 and 11 show reactivity histories at two stations averaged 
over all 1969 data days in the Scott program (53), using the hydrocarbon 
consumption scale (55). Our interest in this scale is directed mainly to the 
modeling problem. In these graphs and in succeeding ones we have aggre­
gated the hydrocarbons of non-zero reactivity response and have deter­
mined the mole fraction within each group number. The reactivity for any 
particular time is found by summing the products of the reactivity re­
sponse of each group and the mole fraction in the group. Although 
summation of these products may not be a precise way of characterizing 
the mixture, we have used it for our analysis because generalized algo­
rithms are not yet available for computing overall reactivity. 

12 

-ι 10 
< 
υ 

Ο 8 Ζ ^ 

to ^ 
tu Z> 

> Ζ 

t o 
> u 
t— ζ 
< CD 
LU ££ 
* < 

u 
Ο 

GROUP 5, TABLE 4 
DIALKYL - AND 
TRIALKYL -
BENZENES, 
DIOLEFINS 

f GROUP 4, 
TABLE 4 

k ETHYLENE, 

± ONE STANDARD DEVIATION 

0600 0800 1000 
TIME. PST 

1200 1400 hr 

Figure 11. Average reactivity history for El Monte, 1969: hydrocarbon con­
sumption scale (from Altshuller) 

Examining the results in Figures 10 and 11, we note that the reac­
tivity at Commerce picks up in the hours following the morning traffic 
but decreases in the early afternoon hours as the photochemical frac­
tionation overtakes the input of new hydrocarbons. A l l changes are 
small with a mean reactivity value of about six. Because of its remote­
ness from the strong sources, E l Monte has a lower and flatter reactivity 
mean of about five, the scatter at E l Monte is far less than that at 
Commerce. 
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MEAN 

to 
Ζ 
Ο 
° - 3 

> 2 
υ 
< 

EXHAUST 
- H Y D R O C A R B O N 

(39, 48, 56) 

EVAPORAT IVE 
G A S O L I N E 
EMISSIONS 
(39, 58) 

_ J _ 
0600 0800 1000 1200 1400 hr 

TIME, PST 

Figure 12. Average reactivity history for Commerce, 1969: biological effects 
and product formation scale (from Altshuller) 

See Table II for reactivity responses of compound groups 

For adapting a simple kinetic model to the atmosphere, the behavior 
of the average reactivity is advantageous. The flatness of the histories 
and the modest scatters about the mean suggest that our propylene 
validation cases be scaled down by factors of two or three in the hydro­
carbon rate constants. This adjustment arises because propylene is in 
Group 6 on Table IV showing a hydrocarbon consumption response of 17. 

Besides kinetic parameters, we should check the influences of various 
hydrocarbons on receptors to see if they show the same type of averaged 
behavior. More significant from an abatement point of view are reactivity 
scales based on biological effects and on product formation; Figures 12 
and 13 show reactivity histories using such scales resulting from Alt -
shuller's work (55); the reactivity responses of exhaust hydrocarbons 
and evaporative gasoline emissions are indicated in the figures for com­
parison. Only slight variations are noted throughout the daytime hours. 
Commerce begins at its highest point at 0600 hours PST and decreases 
only slightly thereafter. As might be expected from windborne transport 
from the west, E l Monte experiences its peak at about 0900 hours PST 
after which time it decreases slightly to about the same values as those 
at Commerce in the early afternoon. Both curves move only narrowly 
between reactivity responses of 3.4 and 3.9. Slightly higher peak reac­
tivities are observed at E l Monte than at Commerce (in contrast with 
the hydrocarbon consumption scale results ) ; however, the relative flatness 
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4. E S C H E N R O E D E R A N D M A R T I N E Z Photochemical Smog Models 127 

in the average curves and the tightly grouped data that generate the 
curves still prevail. Consequently, on the basis of hydrocarbon consump­
tion and of biological effects, we can begin to approach the atmospheric 
kinetics problem with a single lumped hydrocarbon. Before incorporat­
ing this in the diffusion model, the properties of the governing equations 
wi l l be examined, and an efficient numerical solution method wi l l be 
described. 

The Atmospheric Model and Its Numerical Solution 

The Governing Equations. Having a simplified chemical scheme, we 
wil l now incorporate it in an atmospheric transport model. We 
have looked for approximations appropriate to air basins subject to 
photochemical pollution. Because of the severity of the problem and the 
availability of data, the Los Angeles basin area serves as the object of 
model qualification studies. 

Probably the most characteristic causative factor in Los Angeles 
smog is the l id created by the stagnation of warm air subsiding on the 
cool marine layer. Late in the summer air flows from an anticyclone 
over the Pacific Ocean and compresses as it loses altitude in its outward 
course. Onshore movement of marine air under this outflow maintains a 

EVAPORATIVE GASOLINE 
EMISSIONS (39, 58) 

1 -

0600 0800 1000 1200 1400 hr 

TIME. PST 

Figure 13. Average reactivity history for El Monte, 1969: biological effects 
and product formation scale (from Altshuller) 

See Table IV for reactivity responses of compound groups 
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128 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

buoyantly stable interface at the base of the elevated inversion which 
is marked by a temperature increase with height. Sometimes this inver­
sion base starts out at ground level in the morning. This condition, 
which is chronic and of large scale, should not be confused with the 
transient inversions resulting from nocturnal radiative cooling. 

The regularity shown by this phenomenon holds the key to extensive 
reduction in atmospheric model detail. As mentioned previously, the 
relatively thin (marine) layer between the ground and the inversion 
base contains the bulk of the pollutants. The diurnal horizontal flow 
patterns within the marine layer are almost reproducible from day to 
day of the smog season. Periodic variations in height (above land) are 
experienced by the elevated inversion base over any given day. Some 
of the best detailed data illustrating these points are found in a report 
by Neiburger and Edinger (62). A subsequent report (63) in the same 
series has some graphs which associate smog events with the meteoro­
logical conditions. 

The entire picture described above strongly suggests that we make 
a marine layer model with a prescribed internal flow field. The top of 
the layer is nearly as wall-like as the bottom because vertical disturb­
ances are strongly resisted by buoyant forces. Therefore, little Reynolds 
stress momentum transfer occurs across the interface just as there is 
almost no normal transport of species ( a property with which Angelenos 
are familiar). 

For the species budget along a stream tube in the marine layer, we 
assume a channel-like flow with zero flux through the top wall and some 
specified flux from the ground. In choosing boundary conditions for the 
balance equations governing free radicals, we are confronted with the 
usual uncertainties regarding wall catalysis. Computational tests, rang­
ing from infinite to zero catalytic efficiency for removal of oxygen atoms 
and R 0 2 , result in unimportant differences at instrument elevations of 
several meters because the radicals achieve steady state much faster 
than they diffuse over several meters. 

The governing species equation is taken to be 

where c = mass concentration 
t = time 
u = wind speed 
% = downwind distance 
ζ = height above ground 

(19) 
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4. E S C H E N R O E D E R A N D M A R T I N E Z Photochemical Smog Models 129 

D = vertical turbulent diffusion coefficient 

R = production rate 

Mean vertical advection is suppressed by the channel-like character of 
the marine layer, and horizontal diffusion is relatively unimportant be­
cause of a nearly uniform distribution of emission sources. Hence these 
terms do not appear in Equation 19. The chemical source term is calcu­
lated from the usual rate expressions. 

Since a significant period following sunrise on a high smog day has 
little wind, much is to be learned by omitting the second term and study­
ing slab solutions of the heat-equation-with-sources form. As wi l l be 
summarized below, this was the first approach that we followed (64) 
to extend laboratory data on kinetics to the atmosphere. The problem 
without advection (second term, Equation 19) was solved using the 
Crank-Nicolson technique (65). To test advection and diffusion without 
chemistry, we modeled carbon monoxide only using Equation 19 with 
R = O. Using Eulerian (ground-fixed) coordinates, the complete equa­
tion with the simple chemistry ran a minute of C D C 6400 time for each 
minute of real time that was simulated. This was considered to be un­
acceptable. ( Slow computation resulted for the ten-cell test case because 
of the chemistry. It also had artificial diffusion which is an error from 
numerical differencing of the equation. It produces effects that resemble 
physical diffusion in the x-direction. ) 

We also use a restricted form of Equation 19 for the kinetics studies 
described previously. Smog chamber analyses uses just the first and last 
terms so that they depend on ordinary differential equations. These are 
solutions which describe the time-dependent behavior of a homogeneous 
gas mixture. We used standard Runge-Kutta techniques to solve them 
at the outset of the work, but as wi l l be shown here, adaptations of Pade 
approximants have been used to improve computational efficiency. 

The combined needs for computing efficiency and meteorological 
realism have been met by improvements described here; the incorpora­
tion of a classical approximation method into our numerical integration 
has been described above. The implementation of these computing tech­
niques strengthens the study by allowing numerous modeling trials on 
laboratory and atmospheric cases. The change from Eulerian to semi-
Lagrangian coordinates in the meteorological formulation is outlined 
below. By following air masses, we use a natural coordinate system, 
eliminating the artificial diffusion errors. 

Application of Padé Approximants to Smog Chamber Calculations. 
The chemical model described previously is implemented in rate equa­
tions which must be integrated numerically. Because of the widely 
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130 P H O T O C H E M I C A L S M O G A N D O Z O N E R E A C T I O N S 

varying reaction rates, the equations have a characteristic known as stiff­
ness which makes their integration difficult. For economy and accuracy, 
special techniques must be used to obtain a solution. Below we describe 
a method which uses Padé approximants (66, 67). For these ordinary 
differential equations, the procedure has yielded significant speed im­
provements over the Runge-Kutta method used previously. 

For this class of problems, the implicit approach is the basic advan­
tage of the new method. Numerical stability is thus guaranteed, and the 
size of the integration step is only limited by accuracy considerations. 
The concomitant decrease in the number of integration steps is the 
principal gain in computing efficiency. 

The rudiments of the integration method are twofold. One involves 
a linearization of the nonlinear chemical term at every step; the other 
an approximation of the exponential term that appears as a result of the 
linearization operation. Thus, consider the following system of equations 
that describe the changes in species concentration resulting from chemical 
reaction : 

ft = R ( c ) ( 2 0 ) 

where c = vector of species concentrations 
R(c) = vector of chemical reaction rate functions 

Ci ~ VRiic) Ί 
c2 

c = R(c) = 

_ c * _ _Rs(c) _ 

s = number of chemical species 

To linearize the rate vector R(c), we expand it about c0 in a Taylor 
series. The subscript ο denotes evaluation at some time t = t0. Thus 

R(c) = R(c0) + J(c - Co) + O(Ac)2 (21) 

where 

j = [ W \ i j = h 2' · • · ' s 

is the matrix of order (s X s) of first derivatives (the Jacobian matrix) 
of the rate function. Substituting Equation 21 into Equation 20 yields 
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4. E S C H E N R O E D E R A N D M A R T I N E Z Photochemical Smog Modeh 131 

J = Jc + Β (22) 
dt 

where Β = R(c)0 — Jc0. At time t = t0 the quantities c 0, R ( c 0 ) , and 
/ are known. Hence, the matrix differential equation (Equation 22) is 
a linear equation with constant coefficients and a constant forcing func­
tion. Its formal solution is, therefore, 

c(i) = eJAt [Co + J~lB] - J-'B (23) 

where J " 1 denotes the inverse ( or reciprocal ) of the matrix /. 
A n approximate solution of Equation 22 is obtained from Equation 

23 by suitably approximating the matrix exponential e1**. This is accom­
plished by the Padé approximants of the exponential function. These 
Padé approximants are rational functions of the form 

e J A t ~ $m) = Q~ip ( 2 4 ) 

where P(jAt) and Q(jAt) are matrix polynomials of degree ρ and q, 
respectively. They are defined by 

jk=o ( p + l k ] (ρ - * ) ! 

jk=b ( P + ? ) ! / C ! (q ~ k ) ! 

Thus, substituting Equation 24 into Equation 23, we obtain 

c{t) = Q-Ψ [Co + J-W] - J~lB (26) 

The choices ρ = q = 1 and ρ = q = 2 are especially useful. The 
former yields a third-order integration formula, the latter a fifth-order 
formula. For example, for ρ = q = 1, we obtain from Equation 25: 

Ρ = / + 1/2 J At and Q = I - 1/2 / Δ ί (27) 

where I is the identity matrix. Substituting Equation 27 into Equation 
26 yields, after the appropriate manipulations, 

c(t) = Co + [I - 1/2 Jit]-1 MR(c0) (28) 
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Table V . C D C 6400 Central Processor Times to Run C 3 H 6 + N O + hy 
Chamber Experiment Simulation 

Type of Run 
Rapidly changing free radical 

concentration 
Typical run for 150 minutes 

real time 
Run which diverged for 

Runge-Kutta 

Runge-Kutta Fade Approximant 

2400 seconds 

250 seconds 

267 seconds 
/diverged at 
I 80 minutes, 
Vreal time 

122 seconds 

50 seconds 

50 seconds 
/ ran to completion Λ 
ί 150 minutes real J 
\time / 

Equation 28 has a form that is especially well-suited for digital computa­
tion. The process requires at every time step: (1) the evaluation of R(c) 
and / and (2) the inversion of the matrix Q. The latter is by far the more 
computationally costly of the two requirements. In our case the number 
of species determines the size of the matrix to be inverted. Since this 
number is not large in our model, the matrix inversion poses no special 
problems; fortunately, the number of species is usually smaller than the 
number of reactions 

Table V shows examples of the gains obtained using the new com­
putational scheme. The typical real-time/computer-time ratio was in­
creased from 36/1 to 180/1. Perhaps, more significant is the fact that the 
Padé method has allowed us to obtain acceptable solutions in situations 
where Runge-Kutta either failed to converge or produced spurious solu­
tions. One such instance is the integration of full differential equations 
for the free-radical species. The Padé method successfully computed 
solutions without algebraic substitution of stationary-state assumptions 
whereas Runge-Kutta failed to produce any solution. 

As mentioned previously, the step size must still be controlled to 
preserve accuracy. Referring to Equation 21, we can see that the differ­
ence Ac = c — c0 determines the order of the truncation error of the 
linearization operation. The step size must be constrained so that Ac 
wil l remain within some bound specified by the user. Our codes contain 
a variable-step-size feature which ensures that Ac w i l l stay within the 
prescribed bounds. 

In our chemical model the reactions are of second order at most. 
Thus, the full expansion of the rate function, R(c), contains no more 
than three terms per reaction. In the linear Taylor approximation only 
one term has been dropped from the expansion. 

Application of Padé Approximants to the Atmospheric Model Equa­
tion. We now describe the use of Padé techniques to solve the diffusion 
equation with chemical reactions. The equation in question is referred 
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4. E S C H E N R O E D E R A N D M A R T I N E Z Photochemical Smog Modeh 133 

to a moving air mass. Use of the Lagrangian approach (The Lagrangian 
approach we use is a moving air parcel with vertical nonuniformity 
resulting from finite rate diffusion. It was introduced by schematic 
description in Figure 1.) eliminates the second term in Equation 19 
which is reduced to 

s - s ( ° s ) + ««> ( 2 9 ) 

where D is the vertical diffusion coefficient and c and R(c) have been 
previously defined. Applying the "method of lines" to Equation 29, the 
partial differential equation is transformed into an ordinary differential 
equation for a line which describes the concentration changes for a fluid 
mass moving along the line. The equation for the ith line is derived from 
Equation 29 to give 

Έ = (W [ C i _ 1 ~ 2 C i + C i + l ] + R i ( 3 0 ) 

where Ri = R(ct), i = 1, 2, . . . , M , where M is the number of mesh 
points from the ground up to the mixing depth. The symbol c, defines 
a vector of s species at the ith point in space. Similarly, Rj defines a 
vector of s rate functions at the ith mesh point. Thus, 

C2i 
Rn 
R21 

Ci = 

Cs i . R'S i , 

To solve Equation 30 by the Padé method, Ri is linearized as in 
Equation 21 to yield 

Ri = Rio + Ji {et - ci0) + 0(Ac ?-) 2 (31) 

where the zero subscript again denotes evaluation at time t = t0, and Ji 
is the Jacobian matrix of the rate function at the ith spatial mesh point. 
Substituting Equation 31 into Equation 30 yields 

-rf = λ [d-i - 2d + ct-+i] + Ji (d - ci0) + Rio (32) 

where λ = D/(Az)2. Writing Equation 32 more compactly, we obtain 
after collecting terms 
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134 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

dC _ 
dt 

where H — λΑ + / , Β — 

Cl 
c2 

C = A = 

_ cM _ 

~ = HC + Β 
dt 

R0 — JC0, and 

--2I I 0 
I -21 I 
0 1 -21 I 

(33) 

0 
0 
0 

-21 

J = 

Ji 

Ο 

Ο 
/ Λ 

R ο — 

Rio 
R20 

\_RM ο 

Equation 33 now has the same form as Equation 22, and its formal solu­
tion is thus analogous to Equation 23. Thus, 

C(f) = [C0 + H-iB] - H-W (34) 

Approximating the exponential by 

_ / + 1/2 H At _ P _ 
6 " / - 1/2 H At ~ Q " ^ 

and substituting into Equation 34 and simplifying, we obtain 

C = C0 + Q-'GoAt (35) 

where 

G0 — ^AC ο ~f" R ο 

Any boundary conditions are implicitly contained in Equation 35. 
Equation 35, which is the analog of Equation 28, may appear to be 

simple, but the inversion of Q poses some problems arising from its d i ­
mensions. Η is an ( M X M ) matrix, each one of whose entries is an 
( 5 X 5 ) matrix. Thus, Q is an (sM X sM) matrix, and its storage as 
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4. E S C H E N R O E D E R A N D M A R T I N E Z Photochemical Smog Models 135 

well as its inversion may be difficult. For example, if we have ten species 
(s = 10) and ten space grid points ( M = 10), then Q is (100 X 100) 
and requires rather long computing times as well as large amounts of 
core storage. However, we take advantage of the structure of Q to 
develop an algorithm that reduces the problem to the inversion of M 
matrices of size (s X s). 

Since / is a diagonal matrix and A is tridiagonal, then H is tridiago-
nal. Moreover, the off-diagonal entries of H are identity matrices. 
Forming Q, we have 

Q = I - 1/2 H At 

and Q is apparently tridiagonal, its off-diagonal entries being identity 
matrices also. Thus, only the M diagonal entries of Q need be stored, 
thereby reducing memory requirements to Ms2 cells compared with the 
maximum of M ¥ . Writing Equation 35 in the form, 

QC = QC0 + G0At 

we note that the tridiagonal property of Q allows us to solve for C 
without explicitly inverting Q. This simplification is afforded by a block 
form of Gaussian elimination (65) which requires the inversion of M 
matrices of size (s X s); this is preferable to inverting the full (sM X 
sM ) matrix. We can also take advantage of the fact that the off-diagonal 
elements of Q are identity matrices to reduce the amount of computation. 

Because series are truncated in these approximations, some remarks 
about the resultant errors are necessary. The order of the truncation 
error of the solution is Ο (At)3. This occurs because the approximation 
of the exponential is 

gHAt f + V 2 H At 

1/2 H At 

Also, as in the solution of the chemical rate equations, a linearization 
error of order Ο ( A C ) 2 appears in the approximate solution. Thus, the 
same precautions that were taken to preserve accuracy in solving the 
ordinary chemical rate equations are required in the solution of the 
atmospheric model equation. 

The new scheme has yielded a better than fourfold increase in the 
real-time/computer-time ratio—i.e., from 7/1 to 30/1. A more detailed 
description is given in a separate report by Martinez (68). 

Meteorological Reformulation of Model. Long computer runs and 
unacceptable error propagation hampered the operation of the earlier 
time-dependent advection and kinetics ( T A D K I N ) code (64). Its appli-
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136 P H O T O C H E M I C A L S M O G A N D O Z O N E R E A C T I O N S 

cation was limited to an analysis of carbon monoxide to examine the 
influence of advection added to that of vertical diffusion. At the begin­
ning of the present work, these severe limitations required a reformula­
tion of the advective description before any atmospheric runs were 
attempted. Combined with the mathematical advances just described, 
the semi-Lagrangian embodiment of the diffusion with kinetics 
( D I F K I N ) code extends the application of photochemical diffusion 
modeling to many more cases than previously thought practicable. 

Following a center-of-mass fixed coordinate system tied to an air 
mass, we use intrinsic coordinates to avoid artificial diffusion in the 
horizontal direction. Physical diffusion, therefore, is distinct and identi­
fiable because the moving control volume can be allowed to undergo 
mass exchange with a neighboring air mass in a prescribed fashion. The 
question of horizontal spatial resolution is answered by a selection of 
source grid size, and the vertical resolution is set by the choice of the 
interval size in the ^-direction. 

Mixing depth or vertical extent of the pollution layer can be handled 
in one of two ways. In the first the vertical diffusion coefficient is 
assigned spatially and temporally dependent values according to the 
combined effects of shear and buoyancy as turbulent energy sources. 
The vertical extent of the grid is chosen far above the conventional 
mixing depth so that the pollutants are automatically confined vertically 
to a degree which depends on the diffusion coefficient profile. In the 
second way of specifying the vertical behavior, however, the vertical grid 
either adjusts continuously to the input values of mixing depth or 
assumes an average value for the inversion base altitude. We have used 
this second approach because it limits the field of computation to the 
polluted region and conserves computer time. A zero-flux boundary 
condition is imposed at the top of the net. 

The early checkout of the model and the results in testing the 
improvements we attempted in the chemical, mathematical, and meteoro­
logical aspects of the problem are summarized below. Many times it 
seemed that the earlier simple concepts gave better results, but working 
with better data and more demanding theoretical descriptions than 
before, we uncovered some significant areas to investigate further. 

The Exercise and Substantiation of the Model 

Objectives of the Tests. Wi th the development of a more complete 
chemical model than the previous one, the mathematical and meteoro­
logical improvements offset the potential computing slowdowns as a 
result of added reactions. Having described these advances in tech­
nique, we now attempt to test the model. Huntington Park is the site 
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4. E S C H E N R O E D E R A N D M A R T I N E Z Photochemical Smog Models 137 

of the earlier tests, but E l Monte is the station of interest in the recent 
work. E l Monte is closer to the edge of the urbanized areas than Hunt­
ington Park or Commerce and is therefore likely to show larger fluctua­
tions of pollutant concentrations. From the variability of wind direc­
tions, this is expected because the air over E l Monte may have originated 
from either high or low pollution areas (see Figures 15, 16, 17, and 18). 
The accuracy of the initial conditions for the test calculation may be as 
important as the accuracy of the flux boundary conditions. Here we wi l l 
examine sources of data, tests with simple chemistry and stagnant con­
ditions, and tests with complex chemistry and advection from one station 
to another. 

Sources of Data. I N P U T I N F O R M A T I O N . Except for initial profiles, the 
input data for the model are the meteorological conditions and the 
source emission conditions. Wind speed and diffusion coefficients depend 
on position and time. Source inventories include the flux of each primary 
pollutant as it depends upon location in the basin and time of day. 

Empirical parameters governing atmospheric dispersal pervade the 
literature on this subject. Like most cases of turbulent transport, elimina­
tion of a disposable coefficient in one place leads to a reappearance of 
one somewhere else. The present work uses an experimentally deter­
mined turbulent diffusion coefficient, D , in Equation 19. Near the ground 
and near the inversion base we must assign a height (z) dependence to 
the diffusion coefficient. 

Going up from the ground, the functional dependence assumed for 
D upon ζ allows a linear increase to some constant value. At intermediate 
levels D is held constant, but approaching the inversion bases, a linear 
decrease with height is assumed. A variation on the lower part of the 
profile has been to maintain the ground value up to some point before 
initiating the linear increase. This variation causes little change from 
the original trapezoidal profile. The elevation where constancy is 
achieved varies from 40-100 meters, depending upon meteorological 
conditions. 

Figure 14 shows typical values of the turbulent diffusion coefficient 
we assumed for our model, as compared with the values either derived 
or observed by other investigators. At a wind speed of 1 m/s, a surface 
value of 30 square meters/minute is high as compared with Pasquill's 
(69) values at 200 cm elevation (even though Pasquill's values were 
for windy and less stable conditions), but we use it because effective 
roughness in an urban area far exceed those of mud flats or high grass. 
The assigned plateau value is slightly higher than that for the residual 
turbulence of free air attributed to Rossby and Montgomery (70) in 
Priestley's monograph (71). The decrease approaching the inversion 
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200 m 

Ο 100 

50 

I V A N O V (74) Τ 

υ ~ 6 m/s 

A L E K S A N D R O V A (72) 
(unstable, sub layer ) 
υ = 1 m/s 

ROSSBY A N D 
M O N T G O M E R Y (70) 
( res idua l t u r b u l e n c e 
of free air) 

' A S S U M P T I O N FOR 
S A M P L E M O D E L O F 
L.A. BASIN (180 m 
invers ion b a s e , 
υ = 1 m / s 

PASQUILL (200 cm v a l u e s for 
d i f f e r e n t roughnesses)(69) 
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TURBULENT DIFFUSION C O E F F I C I E N T 

700 800 900 m* / min 

Figure 14. Variations of diffusivity with height for different average wind 
speeds (Ivanov and Lettau data used to determine velocity dependence) 

base is introduced to reflect the wall-like inhibition of vertical turbulent 
motion by buoyant stability. 

On Figure 14 the sublayer region corresponds closely to the values 
deduced from Aleksandrova's formulas and mast measurements for the 
precipitation of a puff released from a point source (72) (Reference 72 
gives a formula D = bzuz where u is mean wind speed. For Group 2 
stability (unstable layer below inversion in our case) bz averages out to 
0.064 for 18 experimental observations. The standard deviation is 0.015. ) 
The values reported by Lettau (73) (as Austausch coefficients) were 
obtained from Leipzig wind profile measurements. The data of Ivanov 
(74) for mean square velocity and dissipation rate were used in Hanna's 
( 75 ) empirical formula to obtain the values at 6 m/s. Neither the Ivanov 
nor the Lettau results were obtained for stable lapse conditions. The 
assumed values for the coefficient correspond closely to the turbulent 
transport observed by Craig (76), who measured water vapor profiles 
30 miles offshore as warm air moved seaward across Massachusetts Bay. 
For light winds, values of 6-12 sq meters/minute were observed at ele­
vations of 1-2 meters. At elevations of 60-80 meters, diffusion coeffi­
cients up to 300 sq meters/minute were found with the 6 m/s wind 
speeds with reduced stability. The plateau value in our profile, there­
fore, may be expected to vary with wind speed approximately like 
50 ( u + 5) sq meters/minute where u is in m/s. This simple relationship 
has been used, based on the cited findings. Other sources of diffusion 
coefficient data ( 77, 78, 79 ) that are not plotted on Figure 14 give values 
which are consistent with those shown. 

Wind speed, wind direction, and inversion base height are the 
principal meteorological inputs. Wind data are obtained from Scott 
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4. E S C H E N R O E D E R A N D M A R T I N E Z Photochemical Smog Models 139 

Research Laboratories ( S R L ) measurements (52, 53) and from other 
observation stations in the area. Station locations are indicated on Figure 
15. Inversion data are deduced from airborne temperature measurements 
(52, 53) where possible and from morning soundings reported (80) by 
the Los Angeles County Air Pollution Control District ( L A A P C D ) . 
Some wind data from the district's files have also been used. 

As an example of the preparation of windfield inputs from the station 
data, we examine the results for one morning in the Los Angeles basin. 
The advection patterns are obtained by taking a weighted average of 
wind-station readings surrounding the point in question. This is truly 
a receptor-oriented modeling approach since the trajectories are con­
structed in hourly upwind segments from the measuring station. Re­
ciprocal distance weighting is used because of the dominant plane flow 
pattern which is governed by combinations of sources, sinks, or vortices. 
(See Overview of the Combined Photochemical/Diffusion Model for a 
discussion of characteristic scale sizes.) In most cases the three nearest 
neighbor stations are included in the stepwise upwind tracing of air 

Figure 15. Estimated trajectory of air mass arriving at El Monte, 1030 hours 
PST(Sept. 29,1969) 
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140 P H O T O C H E M I C A L SMOG A N D OZONE REACTIONS 

Figure 16. Estimated trajectory of air mass arriving at El Monte, 1130 hours 
PST(Sept. 29,1969) 

movement, but occasionally conditions of proximity suggest including 
only the nearest one or two stations where coastal crossings are involved 
in the analysis. 

Figures 15, 16, 17 and 18 show examples of the paths of air masses 
estimated in the manner just described. The arrival times in E l Monte 
are used to identify each trajectory in any subsequent references in this 
report. The date of Sept. 29, 1969, is chosen because of the variety of 
data that we have available for that day. The earlier morning meander­
ing patterns give way to the dominant onshore flows for all trajectories 
0900 to 1000 hours Pacific Standard Time (PST) . The meteorological 
formulation that we have adopted takes the time and location information 
from these trajectories to establish the initial conditions and the boundary 
conditions. Initial conditions are specified as vertical profiles of concen­
tration and boundary conditions as time histories of surface-based 
pollutant emissions. These trajectories are not used in the tests of the 
slab model; they are used to test the moving air parcel model. 
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4. E S C H E N R O E D E R A N D M A R T I N E Z Photochemical Smog Models 141 

Using this approach with data from the two monitoring sites, we 
are able to match the computing requirements to the data base. Little 
justification exists at this time to apply complicated grid methods to these 
validation studies because we only have measurements in great detail 
from Commerce and E l Monte. Just as overly-elaborate chemical models 
cannot be adequately tested in the atmosphere neither can highly com­
plex diffusional and atmospheric formulations be checked out with our 
present store of field observations. The day wi l l come when frequent 
high-resolution readings are made, and some of the more detailed theories 
can be tested. 

Even more difficult than the meteorological inputs are those for 
surface emission fluxes of hydrocarbon, nitric oxide, and carbon monoxide 
species. Originally we did a simple statistical estimate on moving sources 
based on the California Driving Cycle for a velocity distribution function 
and a packing density based on a car length spacing for every 10 miles 
per hour speed for all the arterials and freeways in the basin. Although 
we arrived at surprisingly realistic values for tonnages of emission and 

Figure 17. Estimated trajectory of air mass arriving at El Monte, 1230 hours 
PST(Sept. 29,1969) 
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0 2 4 6 8 10 mi 

Figure 18. Estimated trajectory of air mass arriving at El Monte, 1330 hours 
PST(Sept. 29,1969) 

total cars on the road, we switched to L A A P C D inventory estimates ( 81 ) 
when they became available. Table V I summarizes some of the totals 
from this official publication. Since tons per day are given, one can 
compute average surface fluxes, knowing that the basin comprises some 
1250 sq miles according to the same publication. 

Table VI. Contaminants in Tons per Day from Major Sources 
Within Los Angeles County in 1968 (81) 

Organic Gases 

Major 
Source 

Reactivity Partic­
ulates ΝΟχ S02 CO Total 

High Low Total 
Motor 
Vehicle 1255 475 1730 45 645 30 9470 11,920 
Non-Motor 
Vehicle 200 620 820 55 305 195 225 1,610 
Total 1455 1095 2550 110 950 225 9695 13,530 
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4. E S C H E N R O E D E R A N D M A R T I N E Z Photochemical Smog Models 143 

Additional adjustments must be made for the fact that the source 
emission strengths are not uniformly distributed in either time or space. 
To approximate the automotive sources, we used the data reported for 
the geographical (see Figure 19) and the temporal (see Figure 20) 
distributions. For nonautomotive sources averages were used as constant 
background emissions. The tonnage partitioning between high-reactivity 
and low-reactivity hydrocarbons from automotive sources roughly repre­
sents the ratio of compounds having nonzero reactivity index to those 
having a zero value in automotive emissions. 

Although the source distribution data in Figures 19 and 20 are nearly 
20 years old, they were the best available at the time of the early verifi­
cation studies. The tonnages used were from 1968, and they were dis­
tributed according to Figures 19 and 20. For the more recent runs 
involving air trajectories, we used the source distributions developed by 
the group at Systems Applications, Inc. under the direction of P. M . 
Roth. Figures 21 and 22 were adapted from their report (83). Maps 
for surface street traffic and for stationary sources were also given, but 
Figure 21 (for freeways) typifies the data as shown on a two-mile grid. 
To get emissions from mileages, we used emission factors based on 
weighted averages of various model years according to the method of 
Reference 83; the weighting factors come from vehicle age distributions. 
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Û. 2400 0400 0800 1200 1600 2000 2400 

TIME OF DAY 

Figure 20. Los Angeles traffic/time distributions, ca. 1951 (82) 

T E S T D A T A I N F O R M A T I O N . Wi th the atmospheric and emission in­
puts, we test the model by predicting time histories of the concentration 
field in the marine layer. The predictions are then evaluated against a 
background of field data. The primary sources of these data are the 
S R L reports (52, 53) for the 1968-1969 smog seasons. 

Because Volume I of Reference 52 contains detailed descriptions of 
the measurements program, it wi l l be reviewed here only briefly. Two 
fixed sites, Huntington Park and E l Monte, Calif, had instrumented 
trailers which monitored pollutant concentrations, meteorological data, 
and ultraviolet radiation. The sites are 12.7 miles apart and lie along a 
prevailing air trajectory. The great step forward in this program was 
the resolution of hydrocarbon concentrations into more than 100 indi­
vidual species up to C i 0 with a sensitivity to levels below one part per 
billion using highly refined gas chromatography techniques. 

Reference 53 gives descriptions and reports data for a similar pro­
gram conducted in the 1969 season. The central basin station was located 
at Commerce, and the northeastern basin station remained at E l Monte. 
These sites are separated by 10 miles. Great improvements in data fre­
quency and reliability were made in the 1969 measurement program. 

Limited use of other data has been made to supplement the S R L 
measurements. In 1967 a joint study was made by the National Center 
for A i r Pollution Control, the California A i r Resources Board Labora­
tory, and the Los Angeles County Air Pollution Control District. The 
objective of the study was directed toward improvement in detailed 
chemical measurement. It involved air sampling at two sites, downtown 
Los Angeles and Azusa. Some of the reduced data (85) have been used 
in the studies; the L A A P C D monitors concentrations over a nine-station 
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4. E S C H E N R O E D E R A N D M A R T I N E Z Photochemical Smog Models 145 

network. We have used some of this information from 1968 to augment 
the S R L data. 

The large volume of field data must be assimilated by some form of 
preprocessing before it is useful for testing the model. Two stages of 
reduction which we have used are sorting days by type characterized by 
peak oxidant (Days are typed by peak oxidant as follows: Type 0, both 
stations < 20 pphm; Type 1, either station 20-30 pphm; Type 2, either 
station > 30 pphm; Type 3, either station > 30 pphm and western sta­
tion peak ^ eastern station peak (pphm = parts per hundred million). 
Western and eastern stations are taken to be Huntington Park and E l 
Monte for S R L data, or Downtown Los Angeles and Azusa for L A A P C D 
data.) and then averaging data over all days of each given type. Con­
sistent with the lumped parameter approach, we reduce the hydrocarbon 

166 94 119 

155 68 144 

242 156 158 109 

222 126 17 104 150 37 

169 271 311 383 890 456 426 494 178 395 190 51 

352 140 275 423 13 90 28 41 74 66 65 43 11 0 

356 215 194 290 335 193 109 

242 137 205 436 620 257 257 297 306 311 254 362 291 214 203 170 173 159 

473 141 333 426 466 795 452 585 518 224 79 234 285 147 16 

101 295 511 51 531 449 623 576 205 263 156 70 32 15 

295 160 391 283 332 265 12 59 42 21 3 

404 366 281 129 444 33 

348 305 302 527 30 

ν 351 32 257 159 131 314 289 104 

\ 391 326 217 241 56 383 102 243 253 15 16 

\ 625 236 278 59 83 330 251 138 108 207 85 

J 
131 343 545 340 323 195 145 68 137 

/ 143 45 107 529 349 213 144 25 398 156 161 

V & ψ 181 112 183 150 257 131 

r 
153 78 67 169 77 

1 115 160 163 148 91 

97 95 61 59 

80 6 

18 

Figure 21. Geographical distribution of freeway traffic in the Los Angeles 
Basin area, ca. 1968 (thousand vehicle miles per day) (83) 
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ensemble by grouping compounds into brackets on a reactivity scale. 
For a beginning only two reactivity classes have been used according to 
the source inventories shown in Table VI . Low reactivity hydrocarbons 
include methane, ethane, propane, acetylene, methylacetylene, and ben­
zene; all others are considered to have high reactivity. 

1 0 r 

Ο 
χ 

u- 6 

< 
û 

Ζ 
UU 
V 

FREEWAYS 

N O N -FREEWAYS 

J I I I I L J I I L 

2400 0400 0800 1200 1600 2000 '2400 

TIME OF DAY 

Figure 22. Los Angeles traffic/time distributions, ca. 1968 (83) 

Tests of an Early Version of the Model. In addition to studying the 
chemistry using chamber data, we studied atmospheric transport of inert 
and low reactivity species to concentrate on diffusion effects. For initial 
validation tests Huntington Park is superior to E l Monte because of the 
symmetry in surrounding source distribution, the remoteness from any 
mountain interferences, and the regularity in the data. Our search for 
Type 3 days turned up October 23, 1968, as the only one with sufficient 
data for validation. This was used for the initial D I F K I N tests because 
the low wind speeds minimize the error in omitting the horizontal advec-
tion term. The simpler form of the chemical model ( the one diagrammed 
in Figure 2 ) was used in these tests. 

Figure 23 shows results for ground level carbon monoxide concen­
trations at Huntington Park. This species is practically inert so that the 
results are a test of the transport formulation, and the chemical source 
term for carbon monoxide is neglected. Using measured values to start 
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4. E S C H E N R O E D E R A N D M A R T I N E Z Photochemical Smog Models 147 

at 0600 ( U s i n g airborne sample measurements w i t h ground measure­
ment for T y p e 2 days, w e determined the early m o r n i n g profiles to be 
w e l l approx imated b y an exponential decrease w i t h height us ing a 150-
meter scale h e i g h t ) , w e computed the so l id curve f r om D I F K I N (no 
advect ion) and the dashed curve f rom T A D K I N ( i n p u t w i n d observa­
t ions ) . C o m p a r i s o n of S R L data w i t h output f rom the models shows 
that advect ion becomes significant on ly after the first 3 hours. G o o d 
agreement is exhib i ted b y the models ( us ing input data descr ibed above ) 
w i t h the field data. T h e vent i lat ion behavior is consistent w i t h the l o ca l 
w i n d speeds shown on an auxi l iary g raph on F i g u r e 23. T h i s approach 
has been a p p l i e d on a small-scale g r i d to study the carbon monoxide 
po l lu t i on i n the v i c i n i t y near a freeway (86). 

Figure 23. Carbon monoxide concentration at Hunt­
ington Park on Type 3 day 

Test results w i t h photochemistry have been obta ined for T y p e 2 a n d 
3 days us ing the D I F K I N code. Before discussing these results, i t is 
necessary to digress briefly to examine some special features of the 
data. F i r s t , consider the ratio of acetylene ( C 2 H 2 ) to total oxides of 
ni trogen ( N O ^ ) . I n m o r n i n g samples C 2 H 2 is essentially unreacted, a n d 
the ΝΟ# has not been depleted m u c h b y the cha in break ing reactions. 
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Thus, we should expect a plateau of the C 2 H 2 / N O a . mole ratio charac­
teristic of motor vehicle exhaust. Previous investigators ( 85 ) have shown 
this ratio to be about four times that typifying automobile exhaust from 
the California Driving Cycle. (This is observed for high-oxidant days in 
1967.) These results are showTn on Figure 24, suggesting that the esti­
mates from Table V I may need modification. If we assume that nitric 
oxide, the emitted pollutant, is depleted in preference to C 2 H 2 (for ex­
ample, by heterogeneous reactions), then we should lower the NO^ 
estimates. This hypothesis is tested below by reducing the source 
strengths for N O in the calculation. Other evidence leading to suspi­
cions of the nitrogen balance is found in the ratio of C O to NO^. (87). 
Carbon monoxide has long atmospheric reaction times, and since it's 
origin is nearly exclusively vehicular, it too can be considered as a tracer. 
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A A Z U S A 1967 (85) 
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Figure 24. C2H2/NOx mole ratios for high oxidant days 

Figures 25 and 26 are plots of the CO/NO^. mole ratios as they vary 
throughout an average day of each type. Figure 25 shows the anomaly 
occurring on high oxidant days in 1968. Morning peaks of C O / N O ^ ratio 
seem to follow traffic curves. They exceed by large amounts the vehicular 
ratio of 24 and the all-sources ratio of 16. At its maximum the average 
for high-oxidant days exceeds the all-sources value by a factor of four. 
This is the basis of the inconsistency between air levels and source inven­
tories discovered in the modeling study. The physical explanation for 
this inconsistency is not yet available; further diagnostic measurements 
wi l l be needed to isolate the phenomenology. Even the low-oxidant 
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(CURVES FAIRED T H R O U G H D A T A POINTS) 

0 6 0 0 0 8 0 0 1000 1200 1400 PST 

TIME O F D A Y 

Figure 25. CO/NOx mole ratios for Huntington Park, 1968 

curve exceeds the source ratios in the morning. It seems to follow the 
high-oxidant curve at a fixed interval below it until mid-morning when 
both curves begin to merge. 

It seems reasonable to suspect that there are lower morning NO# 
levels some days and that this raises peak oxidant. We wi l l see from 
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Figure 26. CO/NOx mole ratios for Commerce, 1969 

Pu
bl

is
he

d 
on

 J
un

e 
1,

 1
97

2 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
13

.c
h0

04



150 P H O T O C H E M I C A L S M O G A N D O Z O N E R E A C T I O N S 
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Figure 27. (NO + N02)—Concentration ground level, Hunt­
ington Park on Type 3 day 

the model studies that the morning buildups of hydrocarbon and carbon 
monoxide agreed well with predictions derived directly from inventory 
statistics. Thus, higher H C / N O # ratios are associated with higher peak 
oxidant, as shown by the chamber experiments reported in Reference 48. 
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Figure 28. High-reactivity hydrocarbons concentration on the 
Type 3 day 
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The 1969 CO/NO^. ratios do not show the strong association with 
peak oxidant that the 1968 data show. Figure 26 for Commerce indicates 
that high- and low-oxidant days have ratios only slightly higher than the 
emission source values. The high-oxidant days are likely to have an 
NO# deficit rather than a superabundance of C O . 

The lack of similarity between 1968 and 1969 nitrogen oxide balances 
underscores the need to select a wide sample of days for model validation. 
Conclusions drawn from a single smog episode cannot be relied upon to 
establish a general abatement strategy. One suspects that sampling for 
a particulate nitrate may be a significant step toward resolving the prob­
lems of nitrogen oxide balances. Nitrogen dioxide oxidation processes 
and interaction with water vapor may form nitric acid which then leads 
to nitrates in solution or other condensed phases. 

The initial tests of the model ( D I F K I N ) combining diffusion with 
kinetics were conducted for the Type 3 day. The rate ratio and NO# 
source strength ratio hypotheses were tested, as shown in Figures 27, 28, 
and 29. The first set of graphs illustrates most clearly the need for a 
downward adjustment in the nitric oxide source strength ( or flux ). Con­
sistent with the results of References 85 and 87, Figures 24, 25, and 26 
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suggest a reduction. Using / = 1/4 (a fourfold strength reduction), we 
see a great improvement in the model predictions in the NOx curves in 
Figure 27. Because of our present inability to represent the gas-liquid 
or gas-solid reactions mentioned above, this flux reduction is not merely 
a curve fitting but is likely to reflect real physical processes. For these 
reasons the / = 1/4 adjustment must be regarded as a tentative correc­
tion, pending the availability of further research data on removal proc­
esses for oxides of nitrogen. The ratio of rates is examined in these three 
figures by comparing curves B, C, and D. The symbol r refers to the 
ratio of the atmospheric-hydrocarbon oxidation rate constants to those 
of propylene. Evidently something between 1/2 and 1/3 the propylene 
oxidation rate constants agrees best with the observed values (52). This 
tends to support the hypothesis that the reactivity index goes like the 
oxidation rate constants in the results shown in Figures 10 and 11. 

Expanding the experimental data to a larger sample, we selected 
Type 2 days (for which data were available during the 1968 smog sea­
son). The statistical preprocessing program derived half-hourly means 

v / / M E A N OF O B S E R V E D DATA (52) 
± S T A N D A R D DEVIATION 

100 pphm FIVE STATION DIFFUSION M O D E L 

H O M O G E N E O U S MIXING M O D E L 
WITH INITIAL C O N D I T I O N S 
AT TWO DIFFERENT TIMES 

0600 0800 1000 1200 

TIME OF DAY 

1400 PST 

Figure 30. Nitric oxide concentration at Huntington Park on 
Type 2 days, 1968 (f = 1/4; τ = 1/2) 
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l O O b / ^ - ^ ^ ^ ^ ± S T A N D A R D DEVIATION 
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ζ ο 
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FIVE STATION DIFFUSION MODEL 
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VV^// 0 6 0 0 T W O D I F F E R E N T TIMES 
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Figure 31. High reactivity hydrocarbon concentration at Huntington Park 
on Type 2 days, 1968 (f = 1/4; r = 1/2) 

and standard deviations for this sample of days. Hatched areas on F i g ­
ures 30, 31, and 32 show the mean values plus or minus one standard 
deviation. The D I F K I N modeling was again tested using five mesh sta­
tions, including the ground and the inversion base; moreover, a homoge-

0600 0800 1000 1200 

TIME OF DAY 

MEAN OF OBSERVED DATA (52) 
/ / / / ± S T A N D A R D DEVIATION 

FIVE STATION DIFFUSION MODEL 

0900 
H O M O G E N E O U S MIXING 
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0600 I CONDITIONS AT TWO 
} DIFFERENT TIMES 
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Figure 32. Ozone concentration at Huntington Park on Type 2 days, 1968 
(i = l/4;x = l/2) 

Pu
bl

is
he

d 
on

 J
un

e 
1,

 1
97

2 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
13

.c
h0

04



154 P H O T O C H E M I C A L S M O G A N D O Z O N E R E A C T I O N S 

Table VII. Results of Model Sensitivity 

El Monte NO EC 

Trajectory (1/2) (1/4) (1/2) (1/4) 
Arrival Meas­ φΝΟ φΝΟ Meas­ φΝΟ φΝΟ 

Time ured Full (1/2) ured Full (1/2) 
(PST) Values φΗΟ φΗϋ Values φΗΟ φΗΟ 
1030 3.4 0.5 0.3 43 34.3 24 
1130 3.2 1.5 1.5 64 87.4 70.1 
1230 1.5 1.1 1.0 38 67.5 48.1 

α Concentrations at E l M o n t e in pphm. 

neous mixing model was demonstrated. This model assumes that anything 
entering the marine layer from the ground is vertically mixed instantane­
ously. Reactions proceed according to the kinetic model derived in 
the section on Simplified Kinetic Mechanisms. For all of the results in 
Figures 30, 31, and 32, the curve parameters are f = 1/4 and r = 1/2. 
Average profile values at 0600 PST and at 0900 PST are used to initiate 
homogeneous mixing runs. Some of the precision of detail is lost in this 
approximation. Considering that homogeneous mixing calculations only 
require 5-10% of the central processor time needed by the five-station 
diffusion runs, they may be useful for cases where parametric effects are 
studied for many different conditions. 

Sensitivity Studies on 1969 Trajectories with the Expanded Model. 
Based on the semi-Lagrangian formulation of the photochemical/diffusion 
model, the computed endpoint composition of the air masses depends 
on initial conditions, flux from the ground along the trajectories, and 
reaction rates. For our tests we concentrate on E l Monte data because 
much of the polluted air there comes from somewhere else. This is 
believed to be a more severe test of the model than that at Huntington 
Park. The initial conditions are based on measurements insofar as pos­
sible. The principal initial values for the 1030 trajectory are as follows 
for 0730 PST ( given in parts per hundred million ) : 

C H C = 5 1 pphm (6 ppm C total H C ) 
c N o 2 = 24.5 pphm 

C N O = 3.5 pphm 

These were interpolated from the Azusa station data (88) from the Los 
Angeles County A i r Pollution Control District. Reference to Figure 15 
shows the basis of this choice. The reactive hydrocarbon value is derived 
from the assumptions of 34% reactive fraction and an average carbon 
number of 4 for the reactive family of compounds. These are seasonal 
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Study Using 1969 E l Monte Data" 

N02 o 3 

(1/2) (1/4) (1/2) (1/4) 
Meas­ φΝΟ φΝΟ Meas­ φΝΟ φΝΟ 
ured Full (1/2) ured Full (1/2) 

Values φΗΟ φΗΟ Values φΗΟ φΗΟ 
16.4 20.5 14.5 13.4 32.6 35.3 
21.3 58.5 48.6 23.6 28.4 24.2 
10.3 49.2 34.6 24.5 30.9 24.8 

b N o m i n a l values of emission fluxes are denoted by φ, thus, (1/2) φ means that we 
halved the fluxes derived from inventories. 

averages over the 1969 measurement months (53) at E l Monte. The 
analysis that generated the values from gas chromatographic data is dis­
cussed elsewhere (87). Similarly the 0730 initial values for the 1130 
trajectory are obtained from the Commerce data log (53). They are: 

cue = 94.5 pphm (9.7 ppm C) 
C N O = 43.9 pphm 
C N O 2 = 17.4 pphm 

The hydrocarbon conversion factors here are 4 1 % reactive fraction and 
an average carbon number of 4.2. 

Since the 1230 trajectory begins near the coast, we used station 76 
( L a Cienega Boulevard) measurements for 0630 hours (PST) initial 
values of nitrogen oxides. No hydrocarbon data were available from that 
station, and an HC/NO^-rat io of 2 was chosen. Although this is not 
representative of the inventory ratio, it is representative of many morn­
ing air samples. Such an observation further reinforces the suspicion of 
an NOardeficiency on high oxidant days (87); thus, the values are 

C H C = 5 4 pphm 
C N O = 1 8 pphm 
C N O 2 = 9 pphm 

The location of the 1330 trajectory origin is near no station, and the data 
indicate that the initial pollution cannot be neglected. Consequently, 
results were not obtained for the 1330 trajectory. 

Ultraviolet data from Reference 53 were used to get photodissociation 
rates for N 0 2 by calibration functions developed in the data analysis 
study (87). Inversion base altitudes were averaged from the airborne 
temperature measurements provided by Scott Research Laboratories (53). 
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To examine parametrically the influence of inventory levels, we 
altered the rate of emission for ground level. Halving the nominal N O -
fluxes is suggested by the departures of the CO/NO^-ratios and the 
C 2 H 2 / N ( V r a t i o s obtained for high oxidant days (87). Subsequent halv­
ing of reactive hydrocarbon and nitric oxide fluxes results in the adjust­
ment represented by f = 1/4 in Figures 30, 31, and 32 but preserves 
the H C / N ( V r a t i o . In both cases the full propylene oxidation rates were 
used. 

Table VII summarizes the results for trajectory end points. Advanc­
ing down the table, we note an ever-growing sensitivity of the results to 
the flux adjustments. This occurs because the increasing wind speed 
lengthens the trajectories, and there is larger relative exposure of the air 
mass to high pollutant fluxes. 

In the 1030 case, hydrocarbon and nitric oxide are low, but N 0 2 and 
ozone are high. Changes in the fluxes have marked effects on everything 
but the ozone. Comparing these end-point compositions with the initial 
values cited above, we note a strong dependence on initial conditions 
accuracy for this short time scale. However, the Azusa data are available 
as an aid in this respect. 

30 « 1 1 1 1 ι I ι ι • ι 
7 8 9 10 11 12 PST 

TIME OF DAY 

Figure 33. Reactive hydrocarbon history along the 1030 tra­
jectory (f = 1 /4; r = 1 /2; ground level concentrations) 
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4. E S C H E N R O E D E R A N D M A R T I N E Z Photochemical Smog Modeh 157 

For the 1130 results, the ozone and nitric oxide come in closer to 
the data, but N 0 2 is extremely high. This is symptomatic of the large 
departures from the radiation-supported quasi-equilibrium noted in ana­
lyzing the E l Monte data (87). Although the model does not assume 
quasi-equilibrium among the three reactions, 

Av + N 0 2 -> N O + Ο 
0 + 0 2 + M - » 0 8 + M 
0 3 + N O —> N O , + 0 2 

the differential equation solutions nearly always approximate it rather 
well. 

Again with the 1230 trajectory, the ozone and nitric oxide levels 
match observations reasonably well, but hydrocarbon and N 0 2 are both 
high. Despite the passage of this air from the seashore and then over 
extensive regions of the central basin, we note that the initial values of 
the primary pollutants still influence the final concentrations in a dominant 
manner. 

History Analysis of the 1030 E l Monte Trajectory. Because of the 
relative completeness of initial conditions that we can relate to the Azusa 
station, we have chosen the 1030 trajectory to discuss in some detail. 
Examining Table VII , we note an overabundance of ozone at 1030 and 
a correspondingly rapid completion of N O -> N 0 2 conversion. Reactivity 
analyses (see Atmospheric Adaptation) and our early modeling studies 
suggest reduction of the oxidation rate constants. To achieve some level 
of comparative assessment with the previous work, we assign one-fourth 
the nominal N O flux and one-half the oxidation rate; thus, f = 1/4 and 
r = 1/2 describe the conditions as before. This time, however, we pre­
serve the HC/NO^-rat io as in the entries in Table VII and reduce hydro­
carbon fluxes by a factor of two. This means that the difference in 
end-point concentrations between this case and the 1/4φ Ν 0 , 1/2φΗο en­
tries results solely from the rate constant reduction. This differs from 
the earlier work where hydrocarbon fluxes were not reduced. 

Figure 33 shows the reactive hydrocarbon history starting at Azusa 
at 0730 and ending at E l Monte at 1030 on September 29, 1969. Despite 
the sharp reduction in hydrocarbon fluxes, the calculated curve stays 
above the Azusa levels until 1000 hours when it begins to slope-off in 
the observed manner. The model output clearly bears a closer relation­
ship to the Azusa measurements than it does to the E l Monte observa­
tions. This problem is typical of the difficulties we encountered in at­
tempting to model conditions at the eastern portion of the basin at 
E l Monte. 
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40 pph m |-

EL M O N T E 

2k 

7 8 9 10 11 12 PST 
TIME O F D A Y 

Figure 35. Nitrogen dioxide history along the 1030 trajectory 
(i = 1 /4; r = 1 /2; ground level concentrations) 
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On Figure 34 we note a sharp drop from the interpolated NO-level 
between 0730 and 0740 hours. This reflects the previously noted failure 
of the data to approach quasi-equilibrium between N O , N 0 2 , 0 3 , and 
sunlight intensity under high-oxidant conditions. The NO-conversion 
seems to proceed at roughly the observed rate after the transient is 
absorbed in the system; however, the level ends up closer to Azusa 
values than to E l Monte values. If we were to use 0830 E l Monte con­
centrations as initial values, we would have a lower H C / N O - r a t i o and 
could expect still slower nitric oxide conversion rates. Thus, nitric oxide 
and hydrocarbon decay more like the Azusa data than the E l Monte data. 

2 h 

l l ι I ι I ι I ι I ι 1 
7 8 9 10 11 12 PST 

TIME OF DAY 

Figure 36. Oxides of nitrogen (NO + N02) history along the 
1030 trajectory (i = 1 /4; r = I /2; ground level concentrations) 

The N 0 2 behavior on Figure 35 exhibits more nearly what one would 
expect than do either the reactive H C or the N O . Proceeding from the 
end of its transient adjustment to observed sunlight intensity, the air mass 
gradually undergoes N0 2 -transition from Azusa levels to E l Monte levels 
as it meanders about in the northeastern area of the basin. Nitric oxide 
conversion supported by increasing sunlight intensities drives the N 0 2 
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upward. The ground-based sources continue to feed in N O as it reacts 
and diffuses upward. 

Summing N O and N 0 2 , we get excellent total balance behavior for 
these oxides of nitrogen. Figure 36 indicates that slopes and magnitudes 
are represented rather well in the gradual change of composition moving 
from initial to final conditions over the three-hour period. Apparently 
the dominant effect of the good behavior of the N 0 2 brings the balance 
into favorable agreement with the data. It wi l l be recalled that this 
was a key test in the choice of / = 1/4 after conducting our original 
modeling study. 

40 pphmj-

7 8 9 10 11 12 PST 
TIME OF DAY 

Figure 37. Ozone history along the 1030 trajectory (î = 1/4; 
r = 1 /2; ground level concentrations) 

Finally, the history of ozone concentration may be seen on Figure 
37. The measurements of Azusa and E l Monte show a remarkable degree 
of smoothness and regularity compared with the jagged curves of the 
species shown in the previous figures. Again, because of the rapid 
transient response of the 0 3 / N O / N 0 2 - s y s t e m to the sunlight ultraviolet 
intensity, there is a sharp change in the first ten minutes of the model 
curve. As for N 0 2 , however, the ozone undergoes a smooth transition 
from its origin to its destination. Considering the usual sensitivity of 
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ozone to competing rate determining factors, this degree of realism is 
gratifying. 

If we applied this same set of assumptions to the other trajectories, 
we would get too little ozone at the end points. Table VI I indicates fair 
agreement with f = 1/4 and r = 1 as shown in one of the columns. The 
hydrocarbon agreement for these other cases would be even worse than 
it stands if r were decreased to 1/2. Because of low confidence in the 
initial values that apparently dominate, the other trajectories would 
likely be less than satisfactory as tests of the model. 

Conclusion 

Before detailing the accomplishments and recommending new direc­
tions, we make the general observation that applying and adapting the 
modeling tools that we possess now seems preferable to initiating effort 
on far more detailed chemical dispersion formulations. We have main­
tained a balanced posture in which the model advances and the im­
provements in measurements have kept pace with one another. 

The chemical descriptions offered here hold the main feature of the 
NO#-chain termination that controls composition effects on secondary 
pollutant production. Accordingly, the addition of hydroxyl radical 
chemistry is a first step in explaining the excess rate of hydrocarbon 
oxidation (over that attributable to O-atom attack). Probably one of 
the most uncertain aspects of the system is our inclusion of H O N O 
formation ( from N O -f- N 0 2 ) and opposed by photodissociation. If this 
is an important feature of the free radical balance, we need to know 
the photodissociation absorption coefficients for H O N O as well as some 
of the radical-molecule collisional reaction rates. In his task force report 
(89) for Project Clean Air , H . S. Johnston stresses the need to consider 
nitrous and nitric acids in the photochemical mechanism. This suggests 
a real need to monitor these compounds in the laboratory experiments 
and in the atmosphere. Their involvement in aerosols and surface reac­
tions may hold the key to the apparent anomalies in the nitrogen balance. 
The identification of chemo-mutagenic effects of H O N O is another reason 
that it should be investigated. The brief examination of hydrocarbon 
synergism shows at least one way that the radical chains are cross-linked 
to influence combined reaction rates. Experimental data on mixed hydro­
carbons wi l l help sort out the most likely mechanisms. Likewise, our 
small study on possible C O interactions indicates that suggested values 
of these rate constants indicate a strong influence on the propylene/nitric 
oxide system at concentration levels as high as 100 ppm. It may be that 
atmospheric hydrocarbons that are not involved in the OH-cycle are far 
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less affected. In any event atmospheric levels of C O are much lower 
than 100 ppm except near traffic arteries. 

Reacting to the need for extended chemical representations, we 
have applied Padé approximant techniques to the numerical integration 
algorithms. Speed increases of at least four or fivefold are obtained in 
the computation comparing the Padé method for the more complex 
chemical system with previous methods for the simpler system. For 
equal-sized chemical matrices, the improvements would most likely be 
even better. To make these advances available to the community at 
large, we show the mathematical steps in detail. 

Besides the mathematical improvements, the atmospheric model 
has been adapted to a semi-Lagrangian formulation. By following 
selected air masses, we avoid commitments of large quantities of memory 
and the incursions of artificial diffusion errors. Most important, we do 
not end up with stacks of computer printout that relate to regions where 
there are no measurements. Also, predictive calculations wi l l become 
more useful, but our present levels of resources and sophistication de­
mand that effort be concentrated on verification. Only in this way can 
the confidence be built that is needed for applying modeling techniques 
to implementation planning. 

Tests of the model for 1969 Los Angeles basin data turned up several 
useful findings. For time intervals within a diurnal scale, we must be 
extremely careful in selecting initial conditions. A way to overcome this 
need is to compute several days of real time on a continuous basis. 
Increasing the time scale makes sense because episodes tend to cycle 
through several days. The computing cost wi l l go up more than pro­
portionately, however, because as time scales increase so must the spatial 
domain. Perhaps 100 km of urban/rural influence zone might be needed 
in lateral expansion. Correspondingly, a larger vertical field wi l l have to 
be included to account for slow transport within the inversion layer if 
there is one. Models that require artificial image flows above the marine 
layer or that assume artificially inflated background levels at the edge of 
the net w i l l no longer be useful. What were boundaries w i l l now be 
included in the computational field. 

The sensitivity tests in the model qualification studies confirmed 
some of the suspicions that we expressed earlier (87)—i.e., that the 
quasi-equilibrium relationship between ozone and the oxides of nitrogen 
does not seem to be recovered in the data. The largest departures are 
for the highest ozone levels. Attempting to represent the physical setting 
consistently, we find it difficult to use the measured ultraviolet intensity 
to account simultaneously for the observed ozone buildup and N O -
conversion simultaneously. The inconsistency even appears in the initial 
behavior of a modeling run as a transient induction process that rapidly 
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adjusts concentrations to satisfy the rate equations. Unlike some models 
ours does not impose the quasi-equilibrium but rather solves for time 
history of species with O-atom, R0 2 -radicals, and O H in the stationary 
state. 

Because of the extreme dependence on initial conditions, our history 
analysis concentrates on an air mass with relatively well-defined concen­
trations at the beginning and the end of its travel. Giving it the initial 
values, we see the concentrations unfold as the air parcel moves through 
the computed simulation procedure. Because of the sensitivities dis­
covered, the transition of oxidant species 0 3 and N 0 2 proceeds better 
than one might expect. The previously adopted biases on the NO-flux 
and the propylene oxidation rates were confirmed in this run having 
different conditions from those in Huntington Park represented by 1968 
data. 

Much more work remains to be done. We have so many uncertain­
ties in the data and the model assumptions that systematic tests must 
be devised to isolate the individual influences of the various parameters. 
Our limited sensitivity study illuminates some of these serious questions 
that need to be answered. The anomalous pattern of NO-flux followed 
from our original work, through the data analysis project, and into this 
work. Either some serious deficiency exists in the transport formulation, 
or there are some rapid loss mechanisms for oxides of nitrogen that 
reduce the apparent emission strengths. Because of the extensive efforts 
directed toward NO^-controls, priority must be given to measuring the 
terms of the nitrogen balance equation in an urban area. Nitric acid 
vapor, nitrous acid vapors, and particulate nitrates could hold the key 
to this question. The modeling is not precise enough to pin down the 
deficit, but the C O / N O ^ and C 2 H 2 / N O a . analyses of the Los Angeles 
data (87) showed significant deviations on high-oxidant days. Since the 
same types of questions have appeared in laboratory experiments, it 
seems that a greater variety of nitrogen-bearing compounds should be 
measured in future atmospheric studies. 

The plans announced for a regional air pollution study should hold 
many of the solutions to the problems identified here. Conversely, 
application of the model should give valuable feedback to such pro­
grams. The chemical mechanism should be clarified to give better values 
of rate constants for the controlling reactions. Perhaps the selection of 
which reactions to include might be altered for the air contaminant 
hydrocarbon mix. Mathematical techniques seem well enough advanced 
to match the simpler formulations of photochemical modeling schemes to 
the computing machinery available. The more complex schemes pro­
posed recently w i l l continue to shed light on questions of dispersion 
parameters and inventory accuracy. 
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The future of the mathematical modeling techniques is linked to 
cooperative activity between the theoretical and experimental arts in the 
field of air pollution. Important phenomena are yet to be added to any 
of the mathematical schemes. The formation of aerosol and its extinction 
of ultraviolet radiation has not been explicitly treated in the computa­
tions. Moreover, the whole area of heterogeneous reactions on either 
particulate surfaces or urban surfaces remains obscure. The reacting 
flow problem of mixedness and its influence on kinetics has not been 
reduced to an engineering procedure for calculational purposes. 

Urgent needs for improved air quality management demand renewed 
vigor in our attack on many of the fluid dynamic and chemical kinetic 
areas plagued by chronic difficulties. Turbulent mixing and free radical 
processes are significant here as in many previous technical problems. 
Pragmatic perspective must guide us, however, in the development of 
mathematical modeling lest it become a prophecy which fulfills itself in 
totally abstract research activity. 
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Abatement Strategy for Photochemical Smog 

A. J. HAAGEN-SMIT 

Division of Biology, California Institute of Technology, Pasadena, Calif. 91109 

Photochemical air pollution caused by sunlight acting on 
mixtures of oxides of nitrogen and organic materials concerns 
large metropolitan areas. An orderly control program identi­
fies the nature of the problem, followed by information on 
ambient air, emission standards, and a plan of action. The 
overall responsibility for controlling photochemical smog 
has moved from local to state to federal authorities. In 
some seriously afflicted areas technological control is not 
enough to meet clean air standards. Here control strategy 
must prevent rather than cure. This strategy will affect 
the social and economic structure of society and will enact 
new stringent air pollution laws. Gradual developing and 
adapting of control strategy to environmental and techno­
logical changes are illustrated with a case history of Los 
Angeles smog. 

Twenty years ago a manuscript on air pollution was apt to find a 
lonely burial place in Engineering and Science. Since that time we 

have come a long way. Today, the student of air pollution control has a 
wide choice of reading matter ranging from publications that are purely 
scientific and technical, to essays that discuss the social, economic, ad­
ministrative, and legislative aspects of the subject. 

Abatement strategy contains some of each one of these aspects. 
Medical input tells us how far to control; economic and technological 
considerations show how to do this; and administrative action, backed 
by law, puts the necessary controls into effect. As a corollary of this, 
the administrator had better be acquainted with some of the basics of 
technology as well as basics of legislation, and the engineer should be 
aware of some of the social and economic constraints. The medical 
expert might desire zero pollution but might ignore serious, economic 
consequences of such extreme policy. 

169 
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The abatement strategy is the basis for a sound and successful at­
tack on the pollution problem and starts by recognizing and assessing 
the problem. This is followed by developing guidelines for emission 
control: ambient air standards, emission standards, and applying appro­
priate control techniques. The control strategy aims at an air quality 
which wi l l guarantee, at some time in the future, the preservation of 
health or the enjoyment of life. The methods to reach this goal must be 
technologically sound and economically and socially acceptable. This 
strategy is not static; it is a policy which has to be adjusted to techno­
logical developments and to changes in environment as well as attitudes 
of people. Our urban areas expand, and population density increases 
rapidly. The urban area as it spreads takes more and more room, and 
the demand for services increases as the population grows and becomes 
more affluent. Industries increase in number and in size, and many more 
automobiles fill the streets. However, some problems are solved and 
disappear; others are deferred to be solved later. A strategy has to be 
tested and reexamined to remain effective and useful. 

Discussions on various aspects of control strategy have appeared in 
reports of symposia and committees; these are useful guides in the new 
field of planned pollution control ( I , 2, 3, 4, 5) . Here the experience of 
California in forming and executing its control strategy is used to illus­
trate the various facets of this process. In the past the pattern set in 
California has had a major impact on pollution control in other parts of 
the country, as well as on federal policies, in the developing of technical, 
administrative, and legal tools in combating photochemical smog. 

History of Smog Control in Los Angeles 

Los Angeles was the first city to recognize that it was afflicted with 
photochemical smog and for three decades has been in the forefront to 
fight the disease. In the early phase of the control effort, the problem 
was considered to be a local one which had to be solved by local agencies. 
This approach was justified since power plants, smelters, foundries, open 
dumps and incinerators, and the uncontrolled release of sulfur oxides from 
refineries were immediately criticized by an aroused public. To control 
a directly observable smoke plume, all that is needed to make the prob­
lem disappear are a few incensed citizens, a city council will ing to listen, 
and the application of existing technology. This was not true with the 
problem which first developed in Los Angeles during the early forties. 
After smoke and oxides of sulfur were controlled, the pollution problem 
(known now as photochemical smog) persisted, and the only result 
which the citizens could see was that the black industrial cloud, which 
moved into the city from its southern industrial area, was replaced by a 
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structureless, grayish, eye-irritating haze covering all Los Angeles and 
stretching far into the adjacent valleys of San Fernando and San Gabriel. 

There had been some warning of the deteriorating of the atmosphere 
when in 1942 in the midst of World War II eye irritation first occurred. 
This was assumed to be coming from a synthetic rubber plant near the 
center of the city. The attacks disappeared near the end of the war 
when the plant was closed; however, this was followed by renewed and 
more widespread attacks of eye-irritating pollution, and many suspects 
were named. Refineries, chemical factories, open burning, and auto­
mobiles headed the list, but not one of these operations could explain 
the almost daily occurrence of the new pollution syndrome called smog. 
Smog, a contraction of smoke and fog, remained a household word even 
after the chemists established that the problem was of a totally different 
origin. Almost no coal was burned in the area, and sulfur dioxide had 
been controlled so the origin of the eye-irritating haze, accompanied by 
a peculiar bleaching-solution odor, was a disturbing mystery. More 
evidence that there was something seriously wrong with the air over 
Los Angeles soon appeared. Rubber manufacturers received complaints 
about rapid deteriorating of their products; plant scientists, John Middle-
ton and Frits Went, detected widespread damage to soft-leaf vegetation 
not observed elsewhere (6). 

From the analysis of air samples taken during smog periods, I con­
cluded that the objectionable agents were formed in a photochemical 
reaction which led to the oxidizing of the ever-present hydrocarbons. 
The smog effect was readily reproduced in the laboratory by irradiating 
a mixture of hydrocarbons and oxides of nitrogen. A systematic analysis 
of the polluted air proved to be an essential part in the control strategy 
in Los Angeles, as in other areas plagued by photochemical smog. 

Administrative Development in Control 

Cities—e.g., Pasadena which for a long time had been regarded as 
a haven for those who valued the quality of their mild climate and scenery 
—daily saw mountains disappearing in ugly haze. This, perhaps more 
than anything else, was responsible for a clean air movement by private 
citizens. This movement was joined by city officials who were aware 
that their city received the aerial garbage from adjacent Los Angeles. 
It soon became clear that one strong organization was needed in county 
government to cope more effectively with the widespread problem. This 
was a new phase in the control strategy: the transfer of authority to 
higher levels of government, a trend which has been consistently fol­
lowed. The present eco-generation, pressing state and federal govern­
ments for action, hardly realizes that abdication of the self-determination 
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rights of the individual community was almost revolutionary in the mid-
1940's (See Reference 7). It was Harold W. Kennedy who was then 
the Los Angeles County's counsel who forged the legal tools for the 
County to resolve the problem of smog and the collision of govern­
ments and industry. The Constitution of the United States reserves the 
right of the States to use police power to protect the health, safety, and 
general welfare of the inhabitants. Based on the assigning of this right 
from the State to the county, the Board of Supervisors of Los Angeles 
County in 1945 created the office of Director of Air Pollution Control and 
adopted ordinances to prohibit the emission of excessive smoke. 

Many cities in the County voluntarily joined in the battle against 
smog; however, much more was still needed. The air pollution problem 
superseded city boundaries, but the County could not enforce within 
city jurisdictions. There was a clear need for a single agency to be fully 
responsible for controlling air pollution throughout the entire county. 

The State Air Pollution Control Act of 1946 (Stewart Bi l l ) satisfied 
these conflicting demands by assigning jurisdiction for controlling air 
pollution to counties. This bi l l created in each county of the State an 
air pollution control district which could become a fully active control 
agency when so resoluted by the County Board of Supervisors when 
there was an air pollution problem that could not be solved by indi­
vidual city and county ordinances. Immediately after this law was 
enacted, the Los Angeles County Air Pollution Control District 
( L A C A P C D ) was established. After some delay, showing the difficulty 
of concerted action of independent governmental agencies, Orange 
(1950), San Diego (1955), Riverside (1955), and San Bernardino (1956) 
counties formed their own districts. 

Emission Inventories and Engineering Control 

The first air pollution control officer of the L A C A P C D was Louis 
McCabe who initiated stringent restrictions on emissions of sulfur dioxide 
and smoke from power plants, the petroleum industry, and the chemical 
and metallurgical industries. McCabe, who had foreseen the need to 
know more about the nature of the problem in Los Angeles, organized 
a research program which parallelled the control activities. This program 
confirmed that Los Angeles pollution was quite different from the smoke 
problems that were common to many industrial eastern cities. A n exten­
sive program was started to trace the origin of the primary reactants in 
the photochemical smog. 

The Control District's testing crews began a detailed survey of the 
type and quantity of pollutants released from thousands of sources, large 
and small. This pollution inventory proved the large contributors of 
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hydrocarbons to be the petroleum industry and the automobiles, and of 
oxides of nitrogen to be the automobiles and the fuel-burning power 
plants (8). 

Gordon Larson who succeeded McCabe continued to reduce the 
emissions of refineries and other industries. He also undertook the con­
trol of emissions from open dump burning and backyard incinerators 
and made the initial contacts with the automobile industry to control 
motor vehicle exhaust emissions. However, in this drive to control the 
proved main sources of air pollution, Larson was opposed by the petro­
leum, chemical, and other industries, and primarily the individual citizen 
with his backyard incinerator. 

Public Education and Enforcement 

The pressures accumulating from so many sources were politically 
unacceptable. Larson's successor diagnosed the problem as lack of public 
support at this critical junction. Smith Griswold, the new director, saw 
the need for visible action and organized a strong enforcement and 
inspection team. The uniformed enforcement officers with sheriff's cre­
dentials, operating in clearly marked cars equipped with two-way radios, 
established much confidence in the control efforts of the District. The 
new control officer also recognized the great importance of a strong public 
education department which could inform the citizens of the nature of 
the problem and the steps taken to control it. Anyone who has tried to 
explain photochemical reactions to a public who demands action now 
wi l l understand the need for education. Decision-making always clashes 
with special interest groups—e.g., industry, politicians, or private citizens. 
No control agency can escape the eroding criticism of these forces. One 
of the best counter-actions available to the enforcement agency is a 
strong public education and information program which prepares and 
informs the citizens that restrictions of their activities are unavoidable 
and in their best interests (9). These thoughts are still true today. Most 
local and state governmental agencies are severely hampered by budget 
restrictions in their educational mission. 

The Role of State and Federal Governments 

Although California law had assigned the major role controlling air 
pollution to the counties, practical experience taught that state govern­
ment could not escape a major responsibility in some general aspects of 
this control. The forming of the Bureau of A i r Sanitation in the State 
Department of Public Health foreshadowed the more prominent role 
which the State would play. This Bureau, directed by John Maga, was 
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charged with studying of the causes of air pollution, with aiding county 
districts in abating air pollution, and with determining effects on health 
and other air pollution effects. In 1959 the Bureau set the first standards 
for ambient air quality and for motor vehicle emissions in California— 
a most significant conclusion to the first ten years of pioneering work. 

In 1960, the State of California took over the responsibility of con­
trolling motor vehicles by creating a Motor Vehicle Pollution Control 
Board. This was a logical move since moving sources, such as auto­
mobiles, do not respect local boundaries. This transfer of authority was 
also advantageous since the whole State could now pressure the auto­
mobile industry. The new Board was given the duties of curtailing the 
emissions from motor vehicles in an orderly way by adopting testing 
procedures followed by certifying of control devices to meet the emission 
standards which had been adopted in 1959. 

The Board's efforts resulted in installing crankcase devices on Ca l i ­
fornia cars since the 1961 models and installing exhaust devices on 
California cars beginning with the 1966 models. 

The Mulford-Carrel l Act of 1967 dissolved the Motor Vehicle Pollu­
tion Control Board in California and created the A i r Resources Board 
that was provided with broad powers and authority and with the ult i ­
mate responsibility of controlling air pollution in California. The Ca l i ­
fornia Air Resources Board divided the State into eleven air basins, areas 
with similar meteorological, topographical, and air pollution problems. 
Ambient-air quality standards were adopted which apply to all of these 
basins. The enforcing of these standards is still primarily a function of 
local go /ernment, but emission control programs of local agencies have 
to be s admitted to and approved by the State Board. 

Meanwhile the federal government had not been idle, and its activi­
ties betray a similar shift to a more centralized approach to environ­
mental matters. The Federal Clean A ir Act of 1963, its amendments in 
1965, and the Air Quality Acts of 1967 and 1970 put the federal govern­
ment prominently into the picture. The 1970 legislation requires the 
implementing of ambient air standards set by the federal Environmental 
Protection Agency. A strict and tight enforcement schedule is intended 
to solve the nation's pollution problems from stationary sources in three 
to five years. 

The federal government also preempted the motor vehicle emission 
control. California alone, among all the states, was able to receive waivers 
of federal preemption of motor vehicle control. This was permitted 
because California was able to prove that it had a pressing need for 
vehicle emission standards more stringent than those adopted by the 
federal government for the remainder of the country. 
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Air Basin Strategy 

The control of air pollution has gone through an evolutionary pro­
cess. Slowly government has recognized that conserving the quality of air 
in one community cannot be separated from that of a neighboring one. 
The problems of Los Angeles City and those of the county have been 
immersed in the larger problems of the South Coast Air Basin. This 
basin philosophy was officially recognized by the action of State and 
Federal legislation, whereby future decisions on air pollution control 
wi l l be increasingly based on their impact on the region rather than on 
a city or county. 

Publications of the Air Resources Board give detailed information 
on: the extent of the various basins in California, the state ambient air 
standards, the emission standards for various model years of motor 
vehicles, the air pollutant emissions, emissions prevented, and air pollu­
tion levels (10). 

Meteorological and geological features determine the extent of this 
region, the South Coast Air Basin. A series of mountain ranges, whose 
upper elevations reach over 10,000 feet above sea level, form a semi­
circular barrier surrounding the South Coast Air Basin. A gentle sea 
breeze moves pollutants inland during the daytime, and an even weaker 
land wind reverses the smog cloud during the evening and night. Tem­
perature inversions during most of the year aggravate the normal condi­
tion of poor ventilation in the region. In this big fumigation room of 
8,700 square miles, 10 million people with their industry and their 5 
million cars daily disperse 11,000 tons of carbon monoxide, 3,200 tons of 
hydrocarbons, and 1,500 tons of oxides of nitrogen ( 1970 data ). 

Criteria and Ambient Air Standards 

As a basis for all efforts of air pollution control, the California Air 
Resources Board, as well as the Environmental Protection Agency of the 
federal government, has adopted ambient air quality standards based on 
health and aesthetic considerations. These standards have been derived 
from observing living organisms in the laboratory as well as in the 
community. These studies were compiled in the criteria documents of 
state and federal control agencies (11). 

How clean we want the air is a most important, but highly subjective 
judgment. The ultimate in control is no pollution at all. However, the 
cost of this ideal would certainly result in the downgrading of other 
desirable community services: schools, transportation, safety, etc. Pollu­
tion control must take its place among the desirable tax-consuming, 
community activities and is always subjected to a relative importance 
judgment (12, 13). The subjective nature of these important decisions 
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are clear from the wording accompanying the establishment of the federal 
oxidant standards. This index of photochemical eye irritation is set at 
0.08 ppm hourly maximum which should not be surpassed for more than 
one day per year. 

Source Emission Standards 

Once we set acceptable ambient air standards, the control agencies 
must convert these into a message that can shape a strategy so that the 
ambient air standards wil l be met. Various levels of government have 
been active in setting these emission standards. Some agencies—e.g., the 
County of Los Angeles—have done this for stationary sources by adopting 
a set of administrative rules (14). The State of California has set stand­
ards for automobile emissions through its Air Resources Board as well as 
through direct legislative action. The Federal Air Quality Act of 1970 
contains the latest and most stringent set of these standards for auto­
mobiles (15). 

The different governmental approaches to setting emission stand­
ards supplies interesting debates. At first the standards were set by 
governmental agencies; recently legislatures have been writing the 
motor vehicle emission standards into law. Standards set by legislatures 
are less vulnerable than those set by an agency; however, they are less 
flexible when adjustments have to be made because of better knowledge 
of criteria or of the increased potential of our technology or special con­
ditions of a local nature. In the early phase of controlling automobile 
exhaust, the state legislative program up to the 1974 model cars had a 
revolutionary effect on the activities of the automobile industry. The 
same applies to the federal program which has set automobile standards 
for the 1975 and 1976 model cars. Many technically-oriented experts 
question the attainability of these standards. Any readjustment or cor­
rection can only be accomplished in Congress by a most difficult and 
politically unattractive exposure. The process by which governments 
have arrived at emission standards has taken many forms and often leaves 
much to be desired, largely because of the paucity of available data. 
Emission standards interfere directly with business-as-usual whether it is 
the operation of an industry or an automobile, and heated discussions and 
controversies are normal in this field (16). 

In our urban areas, we recognize two main types of pollution: one 
coming from single sources—e.g., power plants and foundries, the other 
coming from multiple sources—e.g., the automobile. For the single, iso­
lated sources, the ambient air standards are translated without too much 
difficulty into source emission standards. We have reasonably reliable 
mathematical formulae and empirical data to predict ground concentra-
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tions at some distance from point sources such as power plant stacks, and 
these calculations on the average indicate the true pollution potential. 
However, in a more densely populated area this average might not be 
accepted when abnormal wind patterns cause a downdraft of the 
pollutants, upsetting those who live close to the plant. The principle 
usually followed by the control authorities is to set emission standards 
which require using the best available control technique. However, 
even a simple-appearing problem—e.g., the impact of emissions of sulfur 
dioxide on the surrounding area—turned out to be more complicated 
than we had assumed. Sulfur dioxide does not remain unchanged after 
it has left the stack; it is slowly converted into visibility-obstructing 
sulfates, and this process is hastened by the photochemical pollution 
complex. But this is not all ; it is now well established that the effect 
of the sulfur oxides is enhanced by the presence of particulate matter. 
This is held responsible for some of the often-cited air pollution disasters 
such as occurred in London and in Donora. 

Although the chemistry of these pollution episodes is different from 
that caused by photochemical pollution, photochemical pollution also 
produces particulates, and it is reasonable to expect a similar potentiating 
or synergistic effect of various pollutants. 

The problem in this case is even more complicated because we are 
considering the interaction of oxides of nitrogen, sunlight, and organic 
materials, mostly of gasoline origin, consisting of many different com­
ponents—e.g., saturated hydrocarbons, olefins, aromatics, and their oxygen 
derivatives of different chain lengths and builds. The concentration and 
relative proportions of the emissions depend highly on time and place 
of release—e.g., the corner of a busy intersection, the freeway on com­
mute hours, superimposed by a constant stream of oxides of nitrogen 
from stationary sources. Among the many unpleasant and complicating 
features that photochemical smog brings, there is at least one aspect 
which facilitates the estimation of needed control: the reactions lead­
ing to the smog symptoms caused by the forming of secondary prod­
ucts need considerable time, and as a consequence the pollutants are 
reasonably well mixed before the peak oxidant values and irritating effects 
are reached. 

Air Basin Capacity and Model Calculations 

In calculating emission standards, we must consider not only the 
effects close to the source but also those at far greater distances caused 
by pollutants gradually filling the basin. This becomes especially im­
portant when meteorological and geographical conditions limit the dis­
persing of the pollutants and the capacity of an area to accommodate 
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pollutants without exceeding the ambient air standards is greatly reduced. 
The capacity of the South Coast Basin in which Los Angeles is situated 
varies with the height of the inversion. For example, when the tempera­
ture inversion is at 500 feet, about half of the basin is below the inversion 
(assuming that this area slopes lineally from sea level to 500 ft) . The 
total volume of the region below the inversion layer is about 150-300 
cubic miles. When the inversion height doubles, the volume of the basin 
increases too, and more pollutants can be tolerated. 

A n empirical way of calculating this critical pollutant capacity of 
the basin consists of comparing the ambient air concentration of a stable 
pollutant—e.g., carbon monoxide—during heavy smog with the amount 
released in the basin. For example, the release of 11,000 tons of carbon 
monoxide needs to be dispersed in 200 cubic miles of air to yield an 
average ambient air concentration of 10 ppm which is about the mean 
concentration measured in the basin. During severe pollution periods 
the dispersal volume of the basin is much smaller, and hourly concen­
trations of 50 ppm have been measured. From this critical pollution 
volume and the frequency of low inversion, the required control is esti­
mated. The estimate takes into account the stability of the various 
pollutants and the time needed for the control. Even though inaccurate, 
these calculations do point to the need for 80-90% control—a result which 
agrees with the roll-back method most often used in calculating the 
required degree of control. 

Scientifically, we would like to consider the basin as a box of known 
dimensions in which various pollutants are released to give predictable 
concentrations as was done in the simple calculation above. However, 
the problem is much more complicated. The basin is not a closed system; 
wind patterns and wind strength vary; inversion conditions change con­
tinuously and are not even the same for the whole basin. The uneven 
distribution of emissions and subsequent atmospheric reactions add 
numerous complications. Much progress wi l l be made in the science of 
modelling. Now, it is still an art and only applies to pollution cases less 
complicated than we find in the Los Angeles Basin. Nevertheless, a 
blend of model experiments, empirical input of tracer experiments, and 
monitoring data can greatly add to estimating the capacity of a basin 
(17,18,19). 

Roll Back Method 

Now we have to rely largely on an empirical approach which assumes 
that the emissions are proportional to the measured ambient air values. 
This is true for stable pollutants such as carbon monoxide, but it is not 
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true for secondary pollutants—e.g., nitrogen dioxide or oxidants. Never­
theless, as a first approximation and by using restraint in the interpreta­
tion, the so-called roll back method, based on this proportionality of 
emissions and measured ambient air standard, is most often used. 

If the present ambient air level is A and the legal level is B, the 
degree of control needed is (A — B)/A. When background concentra­
tions are significant as in oxidant measurements, these should be noted, 
and the roll back formula takes the form of: 

(A-C) - (B-C) 
(A-C) 

The maximum nitrogen dioxide concentration measured in the South 
Coast air basin in 1970 was 0.83 ppm, hourly average. Applying these 
formulae, we find that we need to reduce concentrations by 70% to stay 
within the legal limit of air quality. When we consider that it may take 
as much as ten years to accomplish this, we must aim at more stringent 
control and apply a growth factor. The planned control of oxides of 
nitrogen therefore should not be less than 80%. 

These estimates are based on reaching the health standard of 0.25 
ppm; however, the nitrogen oxides also are dominant in the forming of 
photochemically-created toxic materials. Here, we must consider the 
simultaneous presence of two types of components, the oxides of nitrogen 
and the organic material. In this complicated, multi-dimensional system 
case, we should consult the empirical relations established among hydro­
carbons, oxides of nitrogen, and the resulting symptom, oxidant or eye 
irritation. Comparing these data on smog and non-smog days wi l l deter­
mine the measure of control needed. In Figure 1, the data on the concen­
tration of the oxides of nitrogen and hydrocarbons at 7:30^8:30 A M on a 
smog-free day when the oxidant was less than 0.1 ppm are compared 
with a severe-smog day when the oxidant exceeded 0.4 ppm. 

The position of the areas of high and low oxidant agrees well with 
the results obtained in human fumigation experiments, as indicated by 
the iso-irritaton lines (20, 21). The oxidant values, less than 0.1 ppm, 
fall in the no-smog area; those above 0.4 ppm fall mostly in the medium 
and severe area. It is gratifying that the emission data are lined up in a 
ratio predicted by basin pollution inventory measurements. These three 
independent types of observations agree satisfactorily, giving confidence 
in using these results for the calculations of the roll back calculations. 
These data show that presently we should require a reduction of at least 
75% of both smog components. Figure 1 shows that a limited trade-off 
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is possible whereby the lesser control of the oxides of nitrogen is made 
up by a more stringent hydrocarbon control. The limit of this trade-off 
is determined by the 0.25 ppm N 0 2 health standard. 

To keep up with the increase in human activities, a growth factor 
must be applied as in the examples mentioned earlier. This correction 
factor differs for various classes of emitters. For automobile emissions, 
a ten-year growth of 2% per year requires an adjustment by a factor 
of 1.2; for power plants, the 100% growth in the same period requires 
a correction factor of 1.5. 

COMBINATION OF 
FUMIGATION 
MONITORING 
EMISSION 

DATA 

100 

120 

140 

.5 1.0 

H Y D R O C A R B O N S - P P M 
1,5 

Figure 1. Calculation of roll back in a photochemical system of two 
components 

The small ellipses contain air quality data during days with no eye irritation 
with oxidant values of less than 0.1 ppm. The large ellipse contains values 
during severe smog with oxidant values higher than 0.4 ppm. The hydrocarbon 

concentrations are erpressed in ppm hexane. 
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Automobile Emission Standards 

These calculations have not taken into account the realities of tech­
nological problems in mass producing vehicles. For example, the proto­
type automobile developed in the laboratory is not the same car which 
the consumer is going to drive. The prototype is a laboratory product 
constructed carefully and adjusted to obtain minimum emissions. On 
the way to a salable product, adjustments have to be made to conform 
to the technology of mass production. To reach the required standard 
at the end of the assembly line, the prototype must have considerably 
lower levels of emission than the finished products. Decisions have to 
be made on the questions of durability, maintenance, and allowable 
deviations from the average. To the factors on production slip, quality 
control, and durability, we add an insurance factor. This is the factor 
so well known to chemists and usually expressed as the law of maximum 
unhappiness which predicts that if something can go wrong it usually 
does. 

In these calculations the time element should be important. Just as 
the cost increases drastically by increasing the degree of control beyond 
a certain point, the same applies when the manufacturer is pushed 
beyond a reasonable time schedule to meet the standards. Once the car 
has left the assembly line, the control agency has to make sure that the 
control systems function properly for a reasonable time. Inspection is 
necessary for the control effort. In an area of high photochemical pollu­
tion potential, there is a need for retro-fitting used cars, to shorten the 
time required for meeting the legal ambient air standards. Each one of 
these requirements has a pronounced impact on society by raising the 
purchase price of cars, the cost of maintenance, and fuel use. The devel­
opmental engineering cost for meeting the progressively more strict 
standards has taxed some of the smaller companies to the breaking point, 
and an undesirable by-product of too stringent regulations is the removal 
of smaller companies from the competition whereas the larger companies 
with their extensive research potential are able to meet the standards. 
These considerations and many others of social and economic importance 
have to be weighed by governmental agencies when developing emission 
standards and are essential in the overall control strategy (22, 23). 

In a subject where goals cannot be precisely defined, gray areas 
exist which are subject to personal judgment. It is not too surprising, 
therefore, that there are those who demand zero pollution while others 
are content with lesser purity. As Paul Kotin once said, "It all depends 
on how evangelistic you are." 

Unless a good deal of common sense is used in establishing the right 
blend of stringency, too weak or unnecessary repressive measures may 
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result. The setting of these standards is a most important part of the 
control strategy, and misjudgment can be costly, running into millions 
or billions of dollars. Calculations are long overdue on the optimum 
strategy to reach these low emission limits at the least expenditure of 
resources. 

Long Range Strategy 

This need is especially pressing when we look beyond a short range 
goal of a few years, when we want to be sure that ten or twenty years 
hence the air wi l l be of acceptable quality. At the present rate of growth, 
the population in California w i l l have grown from 19,703,000 in 1970 to 
23,249,000 in 1980, the South Coast Basin, from 9,717,000 to 11,300,600 
(24) . During that time we will.have doubled the use of electric power. 
Parallel with this increase goes the establishment of industry and all the 
polluting activities associated with the normal operations in an urban 
community. Figure 2 shows how the oxides of nitrogen start increasing 
again after a decrease from a maximum in 1970 to a minimum in 1985 
(25) . In 1985 the miscellaneous sources—i.e., house heating and numer­
ous other small sources—will already comprise more than the total 
allotted maximum emissions for the South Coast Basin. This does not 
even leave room for the controlled emissions of cars and power plants. 

Acceptable limits of water, land, and air pollution could be achieved 
if costs were not considered. However, economics is a part of life and 
in many areas pollution has advanced to the extent that tens of billions 
of dollars are needed to catch up with the problem, and as the popula­
tion of the United States increases and more demands are placed on our 
resources, more sophisticated techniques wi l l be required to reach 
acceptable air quality levels. Whatever the outcome of these computa­
tions are, any implementation plan wi l l meet with almost insurmountable 
obstacles. This is true for meeting the California standards plan but 
even more so for the federal ones. 

A national resources study carried out under the Academy Resources 
Council sponsorship in 1961—62 summarized and recommended that effi­
cient planning and wise management of our natural resources require a 
much broader and more fundamental understanding of the dynamic 
relationships which couple all elements of a resource system from first 
discovery to eventual use in an international economic system. The 
process of decision-making as it relates to resource use deserves a search­
ing examination, including the roles of public attitudes, laws, and politi­
cal and social organizations. The factors that stimulate and guide tech­
nological development, including economic motivation and influences of 
social setting, should also be determined. The means of estimating 
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5. H A A G E N - s M i T Abatement Strategy 183 

Figure 2. Estimates of oxides of nitrogen emissions in the California South 
Coast Basin 

economic efficiency of alternative methods of resource use are far from 
satisfactory; sounder techniques should be devised. A comprehensive 
study under private auspices, but with full support from government, 
should be undertaken, centered on a selected specific problem (3). 
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This is not the first time that a warning has been sounded. Several 
years ago P. A . Leighton of Stanford University predicted that eye irrita­
tion in 1980 would be about the same as it was in 1960 (26). Leighton 
wrote, "In a sense our pollution may be likened to a weed. Controls 
may clip back the weed, but wi l l not keep it from growing again. To 
ki l l the weed we must get at the root, and the root of the whole problem 
of general pollution is combustion. . . . The proper approach to a lasting 
solution of these problems, the only way to k i l l the weed, is to attack, 
not the products of combustion but combustion itself, to reduce by every 
possible means the burning of fuels in favor of non-polluting sources of 
heat and power" (26). 

A l l our available technology must be mobilized to meet this chal­
lenge. Research organizations in government, universities, and industries 
all need to participate in finding ways to improve the technology of our 
pollution control. As long as we do not have such improved control 
technology, our only choice is to limit expansion of all polluting activities 
in the basin. 

The plans have to be made now as to how we want our urban areas 
to look and what kind of air we want to breathe a few decades ahead. 
This plan of action must include conserving green areas, developing a 
comprehensive, non-polluting transportation system, and managing our 
industrial complex, with an overriding regard for its effect on the environ­
ment. We wi l l be forced into making drastic and revolutionary decisions 
in community planning which involves judicious locations or relocation 
of residences and industries to areas having better ventilation. It might 
have to face the gigantic task of converting the area to a totally electric 
economy, eliminating all fuel burning in the basin, and using only electric 
power which should be generated outside the basin for propulsion and 
for space heating. 

In the past much progress has been made in pollution control, and 
much has been learned; attitudes have changed; ecology has become a 
household word; and almost everybody agrees that something should be 
done about pollution. The noise level is rather high at present, but what 
really counts is how much profit are we willing to forego, how much 
change in our accepted way of living are we willing to accept in exchange 
for breathing clean air. This means a radical break with ingrained social 
and economic behavior and means a struggle against almost insurmount­
able odds, which make the controversies of the past look like a tea party. 
Now is the time to do the planning. Every day we wait new decisions 
wi l l have been made which make a sensible solution to the environ­
mental problem more difficult. Let us get on with the job; we have no 
time to lose. 
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The Reaction of Ozone with Ammonia 

KENNETH J. OLSZYNA and JULIAN HEICKLEN 

Department of Chemistry and Center for Air Environment Studies, 
The Pennsylvania State University, University Park, Pa. 16802 

Mixtures of O3 and excess NH3 react at ~ 30°C to produce 
O2, H2O, N2O, Ν2, and solid ΝΗ4ΝO3. The amounts of the 
gas-phase products, relative to the ozone consumed, are 
1.05, 0.31, 0.032, and 0.031, respectively. Neither H2 nor 
NH4NO2 was produced. For [NH3]/[O3]0 ratios < 50, 
the disappearance rate of O3 was first order in [O3] and 
increased slowly with increasing [NH3]/[O3]0 to an upper 
limiting value of 0.21 min-1, where [O3]0 is the initial pres­
sure of O3. As the reaction proceeded and the [NH3]/[O3] 
ratio passed 120 (or if [NH3]/[O3]0 > 120), the rate shifted 
to three-halves order in [O3] and was proportional to 
[NH3]-1/2. The reaction is interpreted as a chain mechanism 
with the heterogeneous decay of O3 as the initiating step. 
Nitrogenous products come from oxidation of HNO with O3, 
followed by reaction with NH3. 

T h e room-temperature photooxidation of NH 3 has been studied by 
several workers, and the results have recently been reviewed (1). 

The products of the reaction are H 2 , N 2 , H2O, and NH 4NO 3. Bacon and 
Duncan (2) reported that the overall reaction is approximately repre­
sented by the expression 

8NH3 + 7O2 --> 2N2 + 2NH4NO3 + 8H2O 

Apparently the only study of the ozonation of NH 3 was done by 
Strecker and Thienemann, and they found that the products are H 20, 02, 
NH4NO3, and NH 4 N0 2 (3). They reported the overall stoichiometrics 
to be 

2NH3 + 403 -> 402 + H 20 + NH4NO3 

2NH3 + 303 -> 302 + H 20 + NH 4 N0 2 

Because of the lack of data on the O3-NH3 reaction and because 
both gases are significant impurities in urban atmospheres, we reinvesti-
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gated this system. We analyzed the products and made kinetic measure­
ments. The results are reported below. 

Experimental 

Most of the gases used were from the Matheson Co.; these included 
extra dry grade 0 2 , C. P. grade N H 3 , and prepurified H 2 . The ultra pure 
grade helium was used after passing through a filter containing glass 
wool, Drierite, and Ascarite. The N H 3 was distilled from —100° to 
—196°C; the 0 2 and H 2 were used after passing through traps at 
—196°C. The only detectable impurities were 0.05% N 2 in the 0 2 , < 
0.01% air in the H 2 , and none ( < 0.01% ) in the N H 3 . 

Ozone was prepared from a tesla coil discharge through 0 2 . The 
ozone was triply distilled at —186°C and collected at —196°C with 
continuous degassing. 

The ozone, hydrogen, and oxygen pressures were measured by an 
H 2 S 0 4 manometer; the 0 3 pressure was checked by optical absorption 
at 2537 A. The N H 3 and He pressures were measured by an Alphatron 
Vacuum Gauge, Model 820. 

The gases were introduced into the cell, and the reaction was 
monitored continually by ultraviolet absorption spectroscopy using low 
intensities so that photochemical reaction was not induced by the moni­
toring lamp, which was a Philips 93109E low-pressure mercury resonance 
lamp. The radiation passed through a Corning 7-54 filter to remove 
radiation below 2200 A and above 4200 A and a cell filled with chlorine to 
remove radiation above 2800 A before passing through the reaction vessel 
to a R C A 9-35 phototube. Some runs were monitored with radiation be­
tween 3000-4200A where neither 0 3 nor N H 3 absorb; this spectral region 
was isolated by a Corning 7-54 filter and a glass plate. 

A l l gases were handled in a grease-free, high vacuum line using 
Teflon stopcocks with Viton Ό " rings. The reaction vessel was a quartz 
cell 5 cm long and 5 cm in diameter. To test the effect of surface area 
and volume, runs were done in the vessel unpacked, as well as packed 
with 1000 solid spherical glass beads (Kimax, 3 db 0.5 mm diameter). 
Adding the beads increased the surface area from 139 to 412 sq cm and 
reduced the volume from 102.3 to 88.1 cc. The beads were conditioned 
by ozone until the heterogeneous decay of pure ozone was the same as 
in the unpacked cell. 

In most of the experiments after the reaction was complete, the 
products were collected and analyzed by gas chromatography. Aliquot 
portions of the noncondensable gases were analyzed on an 8 ft long 5A 
molecular sieve column at 0°C with an He flow rate of 94 cc /min. The 
condensable gases were distilled from —100° to —196 °C and then from 
- 1 3 0 ° to - 196°C . The residue from the - 1 0 0 ° C distillation and the 
distillate from the —130 °C distillation were separately passed through a 
Porapak Τ column 8.5 ft long operated at 79-82 °C and a He flow rate 
of 140 cc /min. For both fractions a Gow Mac Model 40-012 voltage 
regulator with a thermistor detector was used with a 1-mv recorder. 

The solid product of the reaction was identified by infrared spec­
troscopy ( IR) . The reaction was carried out in a borosilicate glass cell 
6 cm long and 2.1 cm in diameter with N a C l windows but using higher 
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6. O L S Z Y N A A N D H E i C K L E N Reaction of Ozone with Ammonia 193 

0 3 pressures and [ N H 3 ] / [ 0 3 ] 0 ratios from 5-12. "When N H 3 was added 
to the borosilicate glass cell containing ozone, a white aerosol, which 
deposited on the cell walls and windows, appeared almost immediately 
and remained even after the cell was evacuated. However for [ O 3 ] 0 ^ 
10 Torr, an explosion resulted when N H 3 was added. 
Results 

When N H 3 is added to 0 3 in the reaction vessel, the 0 3 is consumed, 
and a white solid aerosol is produced which settles on the cell walls. 
The 0 3 consumption is monitored by its intense absorption at 2537 A . 
For a freshly cleaned cell some decay of the 0 3 occurs even in the absence 
of N H 3 . However the reaction with N H 3 is much more rapid but is not 
reproducible. As the solid deposit accumulates from several runs, the 
background reaction becomes negligible, and the reaction with N H 3 be­
comes slower and reproducible. A l l reported results here are for the 
cell (packed and unpacked) conditioned this way. 

The light monitoring the 0 3 was too weak to cause photodissocia­
tion to occur significantly. This was checked by doing duplicate runs 
with continuous or intermittent radiation; decay curves were the same. 
Ozone decay curves were obtained for initial ozone pressures, [ O 3 ] 0 , of 
0.14-3.02 Torr, initial N H 3 pressures of 0.36-292 Torr, and [ N H 3 ] / [ O 3 ] 0 

ratios of 0.9-649. The decay curves were tested for the reaction order in 
[ 0 3 ] . The order depended only on the ratio [ N H 3 ] / [ 0 3 ] and varied 
between 1-1.5. For three runs at [ N H 3 ] / [ O 3 ] 0 of 10.5, 50, and 625 the 
first and three-halves order plots are shown in Figures 1 and 2, respec­
tively. The results in Figure 1 show that at low [ N H 3 ] / [ 0 3 ] ratios 
( [ N H 3 ] / [ O 3 ] 0 = 10.5), a good first-order decay plot is obtained for at 
least 81% decomposition. In Figure 1 the ordinate scale for curve A is on 
the right for clarity; the numbers by the data points indicate percent 0 3 

decomposed. A t an [ N H 3 ] / [ O 3 ] 0 ratio of 50, the curve starts to give a 
first-order plot but falls off from linearity above 60% decomposition where 
[ N H 3 ] / [ 0 3 ] becomes large ( > 120). For an [ N H 3 ] / [ O 3 ] 0 ratio of 
625, the first-order plot has no linear region. The same three runs are 
shown in Figure 2 on a three-halves order plot (ordinate scale on right 
for clarity; numbers by data points indicate % 0 3 decomposed). The 
run at [ N H 3 ] / [ O 3 ] 0 = 10.5, which showed good first-order behavior, 
does not give a linear 3/2-order plot. The run at intermediate [ N H 3 ] / 
[ O 3 ] 0 does not fit 3/2-order initially, but after about 70% decomposition 
when [ N H 3 ] / [ 0 3 ] ,— 150, the 3/2-order plot becomes linear. The run 
with [ N H 3 ] / [ O 3 ] 0 = 625 fits the three-half order law well to at least 
88% decomposition. A l l of our runs showed the same behavior which 
can be summarized as follows. 

-d[03]/dt = k[03] [NH 3 ] / [0 3 ] < 50 (a) 
-d[Oz]/dt = &'[0 3] 3 / 2 [NH 3 ] / [0 3 ] > 120 (b) 
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0 2 4 6 8 10 12 14 
TIME , MINUTES 

Figure 1. First-order plots of the ozone decay in the NH3-03 reaction at 
room temperature in the unpacked reaction vessel 

It should be realized that the coefficients k and k' are functions of [ N H 3 ] 
which remained nearly constant during any run. These coefficients are 
listed in Table I for the unpacked reaction vessel and in Table II 
for the reaction vessel packed with 1000 glass beads. 

After the optical density no longer changed, the cell was evacuated, 
and the gases were analyzed. The optical density did not change upon 
evacuating the cell but was slightly higher (0.01-0.04) than before the 
runs because of the absorption of the solid which did not pump away. 
Periodically the cell was cleaned by introducing about an atmosphere of 
N H 3 which removed the solid and reduced the absorbance. The decay 
curves were corrected for this residual absorbance in computing rate 
coefficients. 

The optical attenuation resulting from the solid was more clearly 
shown by monitoring some runs with radiation between 3000-4200 A 
(principally 3660 A ) , where the 0 3 absorption is unimportant. Some re­
sults are shown in Figure 3. Initially the optical attenuation increases to 
a maximum as the aerosol is formed and then drops as the aerosol deposits 
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6. O L S Z Y N A A N D H E i c K L E N Reaction of Ozone with Ammonia 195 

on the wall. The results are similar in the unpacked and packed cell. The 
presence of excess He (not shown) also hardly affects the results. The 
increase in optical attenuation is most marked when [ N H 3 ] and [ O 3 ] 0 

are large; however, correcting the decay plots is unimportant because the 
0 3 absorbance is also large. If [ N H 3 ] and [ O 3 ] 0 are low, the aerosol 
interference is negligible (presumably because of more rapid settling on 
the walls ). Optical attenuation because of the aerosol only interferes with 
the 0 3 decay curves for high [ N H 3 ] / [ O 3 ] 0 . 

The solid product was identified as N H 4 N 0 3 by IR by performing 
some runs in cells with N a C l windows and pumping away the residual 
gases. The infrared spectrum showed the strong, broad absorption in 
the 3.03-3.30/x (3300-3030 cm" 1) region resulting from N H stretching 
vibrations of the N H 4

+ ion and the strong, broad N H 4
+ bending band near 

7.00,* (1429 cm" 1). The weak, sharp absorption near 11.50-12.00,* 
(870-833 cm" 1), which is the stretching of the single bond of the N O 
linkage in the N 0 3 " ion, is also present (4). The two strong N = 0 stretch­
ing bands in the 5.95-6.06,* (1680-1650 cm" 1) and 6.16-6.21/* (1625-1610 

TIME , MINUTES 

Figure 2. Three-halves order plots of the ozone decay in the NH3-03 

reaction at room temperature in the unpacked reaction vessel 
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Table I. Reaction of N H 3 w i th 

[O.]o, Temp, 
[NHt]/[0*]o Torr Torr °C mmr1 Torr'1/2 min 

0.9 0.39 0.36 32.3 0.084 — 
1.2 1.52 1.8 28.1 0.106 — 
1.8 0.20 0.36 31.5 0.106 — 
1.85 0.62 1.15 26.4 0.083 — 
2.8 0.39 1.1 31 0.105 — 
3.4 0.81 2.8 27.9 0.125 — 
3.9 0.79 3.1 30 0.125 — 
4.3 0.14 0.61 31 0.126 — 
4.4 1.44 6.6 26.8 0.141 — 
5.0 1.14 5.7 — 0.141 — 
6.1 0.78 4.8 28.2 0.143 — 
6.5 1.23 7.9 — 0.149 — 
7.0 1.03 7.2 — 0.160 — 
8.3 0.78 6.5 31.5 0.178 — 

13.1 3.02 39.5 30 0.184 — 
13.6 0.99 13.4 32.0 0.185 — 
14.6 2.06 30.1 30 0.197 — 
15.2 1.80 28.3 32 0.203 — 
16.6 1.49 25.9 26.7 — — 
18.1 0.75 13.6 31.9 0.195 — 
21 1.29 27 31.9 0.202 — 
22 0.40 8.7 33.8 0.183 — 
22 1.66 38 32.4 0.210 — 
22.7 2.08 47.1 24.3 — — 
23.1 a 0.99 22.8 — — — 
23.6 0.34 8.1 — — — 
30 0.83 25.6 31 0.193 — 
30 1.63 4.8 — 0.214 — 
35 1.46 52.1 27.0 0.188 — 
45.6 0.79 36.0 31.0 0.202 — 
44.1 1.43 63.0 30.6 ~0.23 0.37 
50 0.48 24.1 24.8 — — 
51.6 0.45 23.3 29.9 ~0.22 0.77 
75 1.37 102 33.2 ~0.30 0.26 
80 0.47 37.5 30.8 ~0.23 0.58 
80 1.58 128 28.5 ~0.24 0.24 
88 0.86 76 29.2 ~0.19 0.29 
93 0.89 83 31 ~0.25 0.34 

118 0.44 53 26.8 — 0.33 
119 0.38 45 26.2 — 0.34 
130 0.66 86 30.5 — 0.30 
495 0.43 213 27.0 — 0.39 
649 0.45 292 26.3 — —0.45 

a 0 3 decay not monitored; monitoring lamp off. 
6 Excludes runs with [NH3]/[03]o >100 
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6. O L S Z Y N A A N D H E i C K L E N Reaction of Ozone with Ammonia 

0 3 in the Unpacked Cell 

[02]/[0,] 0 [N2]/[Os] 0 [H20]/[Os] 0 [N20]/[Os] 0 

0.94 0.031 — — 
1.11 0.020 0.30 0.026 
0.96 0.038 — — 
1.13 0.037 0.19 0.030 
0.99 0.040 — — 
1.12 0.023 0.29 0.039 

1.09 0.019 0.28 0.030 
1.03 0.019 — — 
1.11 0.024 0.32 0.041 
1.05 0.020 — — 
1.05 0.021 — — 

1.06 0.020 — — 
1.03 0.024 — — 

1.11 0.027 0.32 0.029 

1.04 0.028 — — 
1.06 0.033 — — 
1.03 0.031 — — 
1.05 0.034 0.33 0.023 
1.11 0.033 0.37 0.033 
1.08 0.044 0.29 0.041 

1.00 0.036 — — 
1.16 0.041 0.36 0.026 

1.07 0.049 0.31 0.041 

1.00 0.043 — — 

1.09 0.020 0.31 0.027 
1.00 0.040 — — 

1.05 0.058 0.35 0.044 
1.14 0.062 — 0.052 
1.00 — — — 
1.01 0.077 0.36 0.047 
1.11 0.086 — 0.055 

Ave. = 1.05 0.031 0.31 0.032 
=1=0.05 =1=0.0086 ±0.03 ±0 .006 6 
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198 P H O T O C H E M I C A L S M O G A N D O Z O N E R E A C T I O N S 

cm" 1) regions, which indicate nitrites, are absent. The nitrite absorption 
bands are among the strongest observed in IR spectra (4). Thus our re­
sults suggest the absence of N H 4 N 0 2 , contrary to the findings of Strecker 
and Thienemann (3). The infrared spectrum obtained here agrees well 
with the Sadtler standard spectrum of NH4NO3 except for the strong, 
sharp peak at observed by us, which may result from adsorbed 
O H . Although the O - H stretching vibration normally occurs at lower 
wavelengths (2.9/*), the O H bond is sufficiently weakened during adsorp­
tion so that the O H stretching band could be raised to 3Λμ (5). 

The gaseous products were 0 2 , N 2 , H 2 0 , and N 2 0 . We looked for 
H 2 , but it was absent. The major gaseous products were 0 2 and H 2 0 . 
Their relative amounts, compared with [ O 3 ] 0 , are listed in Table I for 
the unpacked reaction vessel. Their values do not vary with reactant 
pressures, and their average values and mean deviations are 1.05 ± 0.05 
and 0.31 ± 0.03, respectively, for [ O 2 ] / [ O 3 ] 0 and [ H 2 O ] / [ O 3 ] 0 . The 
minor products, N 2 and N 2 0 , deviate more. For [ N H 3 ] / [ O 3 ] 0 < 100, 
the relative values are reasonably constant and are 0.031 ± 0.008 and 
0.032 ± 0.006, respectively, for [ N 2 ] / [ O 3 ] 0 and [ N 2 O ] / [ O 3 ] 0 ; for 
[ N H 3 ] / [ O 3 ] 0 > 100, both quantities are larger. 

Table II. The Reaction of 0 3 with N H 3 in the Packed Cell 

[O,]o, [NHz], Temp, k, 
[NH,]/[03]o Torr Torr °C min-1 

1.6 0.84 1.3 30 0.147 
2.0 0.42 0.8 30.5 0.189 
7.5 0.44 3.3 31 0.224 
7.9 0.78 6.1 31 0.205 
8.1 0.26 2.1 31 0.242 
8.4 0.78 6.5 31 0.210 
9.3 1.68 15.7 30 0.220 

27.3 0.60 16.3 30.5 0.230 
48 0.79 37.6 31 0.262 

146 0.80 118 31 0.485 a 

° 3/2-order rate constant. Units are Torr - 1 ' 2 min - 1 . 

The first-order rate coefficients, h, listed in Tables I and II increase 
with the ratio [ N H 3 ] / [ O 3 ] 0 as shown in Figure 4 but otherwise do not 
depend upon [ N H 3 ] or [ O 3 ] 0 . For any value of [ N H 3 ] / [ O 3 ] 0 the 
coefficients are larger in the packed than in the unpacked cell, showing 
heterogeneous effects, k can be fitted to the expression (see Figure 5). 

* ^ = α + β[Ο,] 0 /[ΝΗ,] (c) 

where a and β are, respectively, 22 and 144 sq min for the unpacked 
cell and 16 and 38 sq min for the packed cell. 
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6. OLSZYNA AND H E i C K L E N Reaction of Ozone with Ammonia 199 

The 3/2-order coefficient k' drops from 0.77 to 0.24 Torr" 1 / 2 m i n - 1 as 
[ N H 3 ] increases from 23.3 to 128 Torr. At higher N H 3 pressures, k! 
increases with [ N H 3 ] . k' at the two highest N H 3 pressures may increase 
as a result of the sizeable effect of the aerosol attenuation at high [ N H 3 ] / 
[ O 3 ] 0 and as a result of diffusion effects. The aerosol effect was so 
important in the packed cell (because of the larger rate coefficients) 
that only one reliable value for k' could be obtained, and its value of 
4.85 Torr" 1 7 2 min" 1 was larger than in the unpacked cell for similar 
[ N H 3 ] / [ O 3 ] 0 ratios. 

Ο.ΙΟ r 

3-10 

Torr 

P A C K E D C E L L 

"3J 
Torr 

143 1.5 214 

17.6 1.5 26 .4 

6 1 0 0.4 2 4 4 

U N P A C K E D C E L L 

145 1.4 2 0 3 

14.7 1.5 2 2 

4 8 5 0.4 193 

Figure 3. Plot of the change in optical density at 3000-4200A 
(mainly 3660A) vs. reaction time for several runs in the unpacked 
and packed reaction cell. At these wavelengths the reactants do 
not give measurable absorption. The change in optical density is 

caused by aerosol formation. 
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.1 4 

.12 

.10 

.08 
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.02 

P A C K E D U N P A C K E D 
C E L L C E L L 

• Δ 0.0-05 TORR [0 3 ] 0 

• Ο 0.5-1.0 TORR [0g] 0 

a A 1.0-2.0 TORR [0 3 ] 0 

• 2.0-3.0 TORR [0 3 ] 0 

J I I I I ' 
5 10 

[ N H J / [ ° J o 
50 100 

Figure 4. Semilog plots of the first-order rate constant, k, vs. [ N H 3 ] / [0 3 ] t 

in the unpacked and packed reaction cell 

Some runs were done with other gases added (see Table III ) ; two 
runs were done with the major product, 0 2 , added to see if it influenced 
the reaction. The amount of 0 2 was comparable with that produced in a 
run. It did not affect the order of the reaction, the value of the rate 
coefficient, k, or the relative amounts of the other gaseous products. 

Two runs were done with H 2 added. One was with a small amount 
of H 2 , which did not influence the reaction, to see if the H 2 would be 
recovered. It was completely recovered after the run, showing that our 
finding of no H 2 production was correct; any H 2 would have been 
detected if formed. The other run had 850/x of H 2 added. In this case 
some of the H 2 was consumed, and the production of 0 2 was enhanced. 

Several experiments were done in the unpacked and packed vessel 
in the presence of a large excess of He to test for inert gas effects. The 
[ N H 3 ] / [ 0 3 ] o ratios varied from 1.5-23, and all the decay curves obeyed 
first-order kinetics. The relative gaseous product yields were essentially 
unaffected in the unpacked cell (products were not analyzed in the 
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6. OLSZYNA AND H E i C K L E N Reaction of Ozone with Ammonia 201 

packed cell), except possibly [ O 2 ] / [ O 3 ] 0 dropped slightly. However 
the rate coefficients k were reduced as the He pressure was raised, but 
the effect was more pronounced in the unpacked cell. 

The results with H e are graphically shown in Figure 6 where (ko/k)2 

is plotted vs. [He] . In this plot k is the first-order decay coefficient with 
He present, and ko is the first-order decay coefficient for He absent as 
determined from Figure 5 at the same value of [ N H 3 ] / [ O 3 ] 0 . The plot 
is quite linear for the unpacked cell and reasonably linear for the packed 
cell. The values of k0/k are functions of [He] and not functions of 
[ H e ] / [ N H 3 ] , an unexpected observation (See Discussion). The rela­
tionship is 

(ko/k)* = 1 + γ [He] (d) 

where γ is 0.0140 and 0.0055 Torr" 1, respectively, for the unpacked and 
packed cell. 

Discussion 

The results give a complex rate law but a simple dependence for 
the forming of products. The major gaseous products, 0 2 and H 2 0 , are 
formed in the same relative amounts in each experiment, and N 2 and 
N 2 0 are reasonably independent of conditions, at least for [ N H 3 ] / [ O 3 ] 0 

0.4 0.6 
[03]0/[NH3] 

Figure 5. Plot of k"2 vs. [O3~\0/[NH3~\ in the unpacked and packed reaction 
cell 
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202 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

Table III. The Reaction of 0 3 with 

[X], [Odo, Temp, 
Torr [NHi]/[0*]o Torr Torr °C min*1 

X = 0 2 , Unpacked Cell 
1.30 13.6 0.93 12.8 29.4 0.152 
2.10 20.1 1.62 32.6 29.0 0.180 

X = H 2 , Unpacked Cell 
0.014 e 21.7 1.11 24.1 31.1 0.191 
0.850 b 29 1.00 29 32.8 0.202 

X = He, Unpacked Cell 
66 16.7 1.48 24.9 29.2 0.151 

161 22 0.71 16 28.4 0.105 
380 —12 0.46 —5.5 27.9 0.064 
445 23 0.72 16.9 26.5 0.063 
546 15.6 1.52 23.8 28.2 0.066 
785 15 0.81 12 29.0 0.048 

1058 18 1.63 29.5 28.0 0.048 
1300 —20 0.41 —8 27.5 0.036 

X --= He, Packed Cell 
180 7.9 0.43 3.4 — 0.136 
195 8.8 0.81 7.1 — 0.135 
225 9.6 1.60 15.4 — 0.140 
815 —1.5 0.44 <0.8 — 0.074 
824 8.8 0.74 6.5 — 0.091 
844 8.0 0.44 3.5 — 0.090 
855 22.2 0.46 10.2 — 0.110 
880 9.5 1.64 15.5 — 0.099 
900 23.0 1.64 37.7 — 0.110 
925 7.6 1.71 12.9 — 0.094 

1 1 0 0 % of H 2 recovered at end of run . 

< 100. The overall stoichiometry for the major products is consistent with 
one of the expressions of Strecker and Thienemann (3). 

2 N H 3 + 4 0 3 -> 4 0 2 + H 2 0 + N H 4 N 0 3 

The 0 2 produced was equal to, or slightly greater than, the 0 3 consumed. 
This suggests that whenever an 0 3 reacts, 0 2 must be a product; this 
inference wi l l greatly limit mechanistic possibilities. The above stoichio­
metric equation predicts [ H 2 O ] / [ O 3 ] 0 = 0.25, but we observed 0.31 ± 
0.03. The additional H 2 0 is associated with the production of the minor 
products N 2 and N 2 0 . 

The rate law is more complex. Two results give evidence for a 
free radical chain mechanism. The more compelling is the non-integral 
order of the reaction under some conditions—i.e., 3/2-order at [ N H 3 ] / 
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6. OLSZYNA AND H E i C K L E N Reaction of Ozone with Ammonia 203 

N H 3 in the Presence of Added Gases 

[02]/[03]o [Nt]/[0,]0 [H0]/[O,)O [NJ)]/[0,]o 

X = 0 2 Unpacked Cell 
— 0.028 — — 
— 0.040 0.31 0.026 

X = H 2 , Unpacked Cell 
1.04 — — — 
1.30 — — — 

X = He, Unpacked Cell 
0.94 0.028 — — 
0.85 0.030 0.38 0.038 
1.00 0.043 0.35 0.039 
0.87 0.042 0.30 0.034 
0.85 0.030 0.34 0.020 
0.96 0.024 0.35 0.030 
1.08 0.044 0.33 0.019 
1.07 0.065 — 0.035 

0.95 0.038 0.34 0.031 
±0.08 =±=0.010 ±0.02 ±0.007 

— 

X = He, Packed Cell 
— 

— — — 
— 

b 70% of H2 recovered at end of run. 

[O3] > 1^0; the other evidence is the experiment with 850/A of H 2 added. 
Some of the H 2 was consumed, indicating an intermediate that readily 
attacks H 2 at room temperature; such an intermediate is the H O radical. 
Further evidence for H O is that [ O 2 ] / [ O 3 ] 0 is much greater in the 
presence of H 2 . This occurs when H O attacks H 2 to produce H , which 
would then react with 0 3 to produce excited H O which induces the 
chain decomposing of 0 3 to produce 0 2 (6). 

Other results indicate the importance of wall reactions. First is that 
k depends on [ O 3 ] 0 . It is unusual for a rate coefficient to depend on 
the initial concentration of a reactant when that reactant is entirely 
consumed in the reaction. A similar result was found in the 0 3 —CS 2 

reaction where wall reactions were also indicated (7). The importance 
of wall reactions was confirmed by the experiments in the packed reac-
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204 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

0 I I I I ι 1 1 

0 200 4 0 0 600 800 1000 1200 

[He] , Torr 
Figure 6. Plot of the square of the ratio of the rate constant in 
the absence of He, k0, to that in the presence of He, k, vs. the He 
pressure in the unpacked and packed reaction cell (the values for 
k0 were taken from Figure 5 at the values of [ 0 3 ] 0/ [ N H 3 ] cor­

responding to each k) 

tion vessel where the rate coefficients were larger for conditions com­
parable with those in the unpacked cell; under some conditions k was 
60% larger. 

Also supporting wall reactions is the experiments in excess He. He, 
an inert gas, reduces the rate coefficient which indicates that either 
the chain termination steps require a chaperone gas or that initiation is 
a diffusion-controlled wall reaction. Since the H e effect is much more 
pronounced in the unpacked cell, the latter of the two possibilities is 
supported. 

To formulate a mechanism, it is necessary to use a reaction scheme 
that, 

1. produces 0 2 whenever 0 3 reacts 
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6. OLSZYNA AND H E i C K L E N Reaction of Ozone with Ammonia 205 

2. gives a free radical chain mechanism with H O being the prob­
able chain carrier 

3. involves wall initiation 
The initiating steps are probably those of the heterogeneous decay 

of 0 3 which occurs even in the absence of N H 3 . The predicted reaction 
steps are 

wall 
2 0 3 -> 2 0 2 + 0 2 * (1) 
0 2 * + 0 3 -> 2 0 2 + 0 (2) 
0 + 0 3 -> 2 0 2 (3) 

where 0 2 * is an excited 0 2 molecule, possibly in a singlet state. Reaction 
1 occurs on the wall and is highly exothermic. It is not unreasonable to 
expect that some of the 0 2 produced is energized. The excited 0 2 pro­
duced could easily have enough energy to dissociate another 0 3 molecule. 
If singlet 0 2 is produced, Reaction 2 is well established (8). The Ο atom 
would react with 0 3 via Reaction 3 or in the presence of N H 3 ; it could 
also react via 

Ο + N H 3 —> H O + N H 2 (4) 
When H O is produced, the chain is propagated by 

H O + N H 3 -> H 2 0 + N H 2 (5) 

The N H 2 radical reacts readily with 0 3 , and since 0 2 must be produced, 
the only exothermic reaction is 

N H 2 + 0 3 -> N H 2 0 + 0 2 (6) 

The chain carrier, H O , is probably regenerated by the reaction 
N H 2 0 + 0 3 -> H O + 0 2 + H N O (7) 

One complication is the reaction of N H 2 with 0 2 , a product of the 
reaction. Two possible reactions have been proposed for the N H 2 - 0 2 

interaction ( I ) 
N H 2 + 0 2 -> H 2 0 + N O 

or 
N H 2 + 0 2 - » H N O + H O 

The former reaction is a chain terminating reaction and cannot be impor­
tant in our system since the rate coefficient is unaffected even when 2.1 
Torr of 0 2 was added. The latter reaction regenerates the chain and pro­
duces H N O and thus is similar to Reaction 7; however, it consumes 0 2 . If 
it were as important as Reaction 6, [ O 2 ] / [ O 3 ] 0 should drop below unity. 
Either its rate constant is measurably smaller than that of Reaction 6, 
or the reaction proceeds through an intermediate complex which lives 
long enough to react with 0 3 , viz 
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206 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

N H 2 + 0 2 -> N H 2 0 2 (8) 
N H 2 0 2 + 0 3 N H 2 0 + 2 0 2 (9) 

Reaction 8 followed by Reaction 9 is kinetically indistinguishable from 
Reaction 6. 

Termination probably occurs from the interaction of two N H 2 0 
radicals since N H 2 must be rapidly scavenged by either 0 3 or 0 2 . The 
reaction is represented as 

2 N H 2 0 -> Termination (10) 
The products of the reaction are unimportant and undetectable in our 
system because Reaction 10 occurs infrequently. A n upper limit to Reac­
tion 10's importance is made by considering the following information. 
The ratio kjk± is about 75, discussed below, but even at [ N H 3 ] / [ 0 3 ] 0 

— 1, [ 0 2 ] / [ 0 3 ] o •— 1.0, which indicates that Reaction 4 leads ulti­
mately to the bulk of 0 3 decomposition. The chain lengths must be 
large—i.e., ^ 500; also four 0 3 molecules are consumed in each chain 
cycle. Therefore any product from Reaction 10 has a final concentration 
< 5 X 10"4 [O 3]o, which would be undetectable. Nevertheless we can 
speculate about Reaction 10. For example, the isomeric H N O H form 
of N H 2 0 possibly is involved and reacts with itself to produce N 2 -f-
2 H 2 0 via the intermediate 

Η — Ο — Ν — H 

H — Ν — Ο — Η 
The reaction might be concerted or could initially proceed by one four-
center step in which one H 2 0 molecule was eliminated, followed by a 
second four-center step in which N 2 and the other H 2 0 molecule were 
produced. 

The nitrogen-bearing products are produced from the ozonation of 
H N O . A possible sequence of steps is 

H N O + 0 3 -> H N 0 2 + 0 2 (11) 
H N 0 2 + N H 3 -> N H 4 N 0 2 (12a) 

-> N 2 + 2 H 2 0 (12b) 
N H 4 N 0 2 + 0 3 - * N H 4 N O 3 + 0 2 (13a) 

-> N 2 0 + 2 H 2 0 + 0 2 (13b) 

where Reactions 12b and 13 b are composite reactions. Alternately, H N 0 2 

could react with 0 3 

H N 0 2 + 0 3 -> H N O , + 0 2 (14) 
H N O 3 + N H 3 -> N H 4 N O 3 (15) 
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6. OLSZYNA AND H E i C K L E N Reaction of Ozone with Ammonia 207 

The latter sequence does not produce N 2 or N 2 0 . The competition 
between the two sequences may partially explain the increase in [ N 2 ] / 
[O 3]o and [ N 2 O ] / [ O 3 ] 0 at large [ N H 3 ] / [ O 3 ] 0 . 

The reaction mechanism outlined above predicts that [ O 2 ] / [ O 3 ] 0 

should drop from 1.5 in the absence of N H 3 to 1.0 for a long chain 
reaction in the presence of N H 3 , which agrees well with the observations. 
The predicted value for [ H 2 O ] / [ O 3 ] 0 is 0.25 + (2.25[N 2] + 2 [ N 2 0 ] ) / 
[ O 3 ] 0 . The former quantity is 0.31 =h 0.03 in the absence of He and 
0.34 ± 0.02 in the presence of He; whereas the latter quantity is 0.38 ± 
0.03 in the absence of He and 0.40 ± 0.03 in the presence of He. In both 
cases, the [ H 2 0 ] is low, probably because of losses by adsorption to the 
N H 4 N 0 3 solid or the walls of the vacuum line. However, the discrepancy 
is not outside the experimental uncertainty. 

With the steady state hypothesis for the reactive intermediates, 
Reactions 1-15 lead to the rate law 

-^[Q3] = 4 / ? ft4[NH3R-
dt W i + &3[03] + & 4[NH 3] 

where R { is the rate of the initiation step, Reaction 1. In the above 
derivation Reaction 12b has been neglected. Including it complicates 
the expression and only reduces — d[Os~]/dt by about 1%. If the chain 
length is long, which is so since [ O 2 ] / [ O 3 ] 0 •— 1.0, then Equation e 
simplifies to 

The expression for Ri is not obvious since the initiating reaction is 
a diffusion-inhibited wall reaction. Empirically, the form needed for Ri 
to fit the experimental observations for k is 

Ri = *i[O,]/([O,] 0 + α[ΝΗ,]/β) (1 + γ[Ηβ]) (g) 

with β = k3k10/16kik±k7
2. In the absence of He and at low values of 

[ N H 3 ] / [ O 3 ] 0 , Equation g reduces to 

Ri ^ fci[0,]/[08]o (h) 
This relationship suggests that the wall rate for some reason depends 
inversely on [ O 3 ] 0 . The rate constant k± in the packed cell, relative to 
that in the unpacked cell, is given by the inverse ratio of the correspond­
ing slopes in Figure 5. This value is 3.8 which compares with the in­
crease in surface to volume ratio of a factor of 3.4 when the cell is packed. 
As the [ N H 3 ] / [ O 3 ] 0 ratio is increased, the relative importance of the 
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208 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

interaction of N H 3 with the surface increases, and the initiating rate law 
shifts to 

Ri ^ fci[0,Wa[NH,] (i) 

The ratio α/β is the ratio of intercept to slope in Figure 5 for the packed 
and unpacked cell. Since this ratio is larger in the packed cell, the influ­
ence of increasing [ N H 3 ] / [ O 3 ] 0 is felt sooner in the packed cell. 

W i t h He added the other term in Equation g reflects diffusional 
inhibition. This effect is more pronounced in the unpacked cell as would 
be expected. However, the form of the term suggests that the diffusional 
effect is for N H 3 , rather than 0 3 , diffusing to the wall. Otherwise the 
term should be (1 + γ [He] + γ ' [ Ν Η 3 ] ). 

Regardless of the complexities of the wall initiation step, which are 
not well understood, Equation g can be substituted into Equation f 
to give a generalized rate law for long chains 

- « [ 0 , 1 ^ 
dt 

4 f r r 0 ι Γ M J N H , ] [Oi lAio 1 1 / 2 

7 1 3 j L (**[0,] + A;4[NH3]) ([O,]o + «[NH,]/f) (1 + y[He]) J 
The first prediction from Equation j is that the 0 3 decay is first-

order for h [ 0 3 ] > fc4[NH3] and 3/2-order for fc3[03] < fc4[NH3]. We 
have observed both rate laws and found that the cross-over occurs for 
[ N H 3 ] / [ 0 3 ] 100; consequently, fc3/fc4 should be — 100. The rate 
constants ks and fc4 have been measured. We believe the best value (9) 
for k3 to be 5.2 X 1 0 6 M _ 1 sec"1 at 30°C. The two most reliable results 
for fc4 are given by Albers et al. (10) and Kurylo et al. (11). Both of 
their Arrhenius expressions give the same value of 7.0 X MPM'1 sec"1 

for ké at 30°C. The ratio of these reported rate constants is 75, which 
supports our conclusion. 

It is a straightforward procedure to show that when fc3[03] > > 
k4 [ N H 3 ] Equation j reduces to a first-order rate law in [ 0 3 ] with a rate 
constant which conforms to Equation c in the absence of He and Equa­
tion d in the presence of He. We forced the form of Ri for this to be true; 
however for fc4 [ N H 3 ] > > k3 [ 0 3 ] and He absent, Equation j reduces to 

-d[Os]/dt ^ 4Α: 7(Α; 1β/αΑ; 1ο[ΝΗ3]) 1 / 2[θ3] 3 / 2 (k) 

This rate law is 3/2-order in [ 0 3 ] as experimentally found and predicts 
that the 3/2-order rate constants, k', should vary as [ N H 3 ] " 1 / 2 . 

Figure 7 is a plot of (A:')"2 vs. [ N H 3 ] in the unpacked cell. The two 
values at the two highest N H 3 pressures were omitted since they do not 
fit on the plot. The remaining data are scattered but they fit a straight 
line which passes through the origin. Some of the scatter can be attributed 
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6. OLSZYNA AND H E I C K L E N Reaction of Ozone with Ammonia 209 

to variation in the temperature among the runs. The slope of the line is 
0.13 sq min. The ratio of this value to the intercept of Figure 5 (22 sq 
min) gives kjk$ = 0.006, which is about a factor of two lower than the 
ratio of 0.013 expected from literature values (See previous discussion). 

The reason for the discrepancy, as well as the failure of the two 
points at highest N H 3 pressure to fit the plot, is uncertain, but the com­
plications at the high N H 3 pressures are severe: 

1. The aerosol interferes with experimentally determining k' and 
probably accounts for the scatter. 

2. The aerosol particles in the gas phase can become centers for 
the heterogeneous reaction. 

3. N H 3 reacts readily with the surface at high N H 3 pressures and 
thus continuously changes its nature throughout the run. 

4. The diffusion effects become pronounced so that concentrations 
at the surfaces are different from those in the gas. This gradient in con­
centration not only affects the reaction rate but also affects the measured 
0 3 concentration. 
Therefore the rate law is more complex than indicated by Equation k. 

Another complication is introduced at high pressures by the reaction 

0 + 0 2 + M — > 0 8 + M 
which has a rate constant (12) of 2 X 10 8 M" 2 sec"1. This reaction should 

20 r 

Figure 7. Flot of (k'Y2 vs. [NH3~\ for runs with [ N H 3 ] / [O s ] 0 between 
44-130 for the unpacked reaction cell 
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210 PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

inhibit the rate as the reaction proceeds, the 0 3 becomes consumed, and 
0 2 accumulates. The inhibition should have been apparent in the pres­
ence of excess He, but it was not. 

To prevent this difficulty, the reaction mechanism can be slightly 
altered if the 0 2 * produced in Reaction 1 is assumed to be vibrationally 
excited 0 2 . Then Reactions 2, 3, and 4 are replaced by 

0 2 * + 0 3 -> 0 2 + 0 3 (30 

0 2 * + N H 3 —> H O + N H 2 0 (40 

The rate expression, Equation e, would become 

dt ~ 6 K i + 4 f c 7 l U s J L *.'[0,] + fc4'[NH3] J (e') 
and the rest of the analysis would be unchanged. However, since the 
reaction order with respect to [ 0 3 ] is not changed by adding He, this 
mechanism would require that He be particularly inefficient in quenching 
0 2 * . This alternative mechanism also has shortcomings because it is not 
clear why He should be so inefficient. It is clear that initiation steps in 
the 0 3 - N H 3 reaction are not well understood. 
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7 

Formation and Destruction of Ozone in a 
Simulated Natural System (Nitrogen 
Dioxide + α-Pinene + hv) 

D A N I E L L I L L I A N 

Department of Environmental Sciences, Rutgers, The State University, 
New Brunswick, N . J. 

The hypothesis that the naturally occurring system N O 2 + 
α-pinene + hv (3000-4000 A), would show analogous be­

havior to simplified systems of photochemical smog was 
tested statistically and verified. During the reaction ozone 
and organic oxidants were formed and consumed; aerosol 
(condensation nuclei) was formed. These data indicate that 
the naturally occurring photo-oxidation of α-pinene may 
serve as a sink for the significant quantities of terpenes that 
are emitted globally, a source and sink for ozone, and a 
source of the naturally occurring light scattering aerosol 
(blue haze). 

Tprying to account for the fate of an estimated 10 8 tons of terpenes 
A emitted annually from plants, Went ( I ) hypothesized that terpenes 

underwent reactions similar to those of olefins in photochemical smog. 
He suggested that the photo-oxidation of the terpenes was responsible 
for forming the blue haze observed over densely vegetated areas. Ob­
serving a Tyndall beam when ozone was allowed to react with a terpene 
( 1 ) and detecting condensation nuclei when a blend of N 0 2 and a-pinene 
was irradiated with sunlight (2) supported this hypothesis. 

Here, Went's hypothesis, that the naturally occuring system N 0 2 + 
a-pinene -\- hv behaves analogously to simplified models of photochemical 
smog is tested. Besides suggesting the mode of natural aerosol formation, 
the proof of this hypothesis has important implications in the atmospheric 
chemistry of other nonurban trace constituents, particularly ozone. 

211 
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7. LILLIAN Formation and Destruction of Ozone 217 

than 100% absorption efficiency was obtained, or nitric oxide was synthe­
sized in the Saltzman scrubbing reagent (19): 

3 N 0 2 + H 2 0 -> 2 H N 0 3 + N O 

Both artifacts may have been concurrently operative. 

Conclusion 

The data presented have important implications in the behavior of 
tropospheric nonanthropogenic ozone, aerosol, and other trace constitu­
ents. Observational and experimental data have been reported by Rip­
perton et al. (20) indicating the natural synthesis of ozone in the tropo­
sphere. Considering this study, the ubiquitous presence of various 
terpenes (21), isoprene (22), and oxides of nitrogen (20) suggest that 
some ozone is synthesized in the lower troposphere by the reaction N 0 2 

+ α-pinene + hv. Conversely, the destruction of ozone in the tropo­
sphere is partially ascribed to reactions with the terpenes and intermedi­
ates of the photochemical mixture. 

During the photooxidative reactions, aerosols are formed which are 
undoubtedly similar to the aerosols forming the blue haze over densely 
vegetated areas. This aerosol may also account for a significant quantity 
of the natural organic continental aerosol. 

There is basically little difference between the mechanism of photo­
chemical smog formation and the naturally occurring photo-oxidation of 
terpenes. The former, associated with a greater emission intensity of 
ozone precursors, however, leads to higher concentrations of those inter­
mediates responsible for the undesirable effects of photochemical air 
pollution. 
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212 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

Experimental 

Methods. Blends of 10 pphm nitrogen dioxide and 50 pphm a-pinene 
in dry air (absolute humidity 0.0005 gram H 2 0 / g r a m dry air) were 
prepared in 150-liter transparent bags and irradiated at 25 °C for 120 
minutes. A l l experiments were performed in duplicate and blanks were 
run according to a complete factorial design. Statistical comparisons were 
made of the mean value of a given variable with the mean value of the 
appropriate blank using Tukey's (3) method of multiple comparisons. 
The results are reported at a .05 confidence level. 

During the course of the irradiations, the concentrations of the fol­
lowing variables were monitored: oxidants (Mast coulometric ozone me­
ter) (4), condensation nuclei with radii greater than 10"7 cm (G .E . Type 
C N small particle detector) (5), ozone (Regener chemiluminescent ozone 
meter (6), nitrogen dioxide and nitric oxide (Saltzman method) (7), and 
α-pinene ( Perkin Elmer model 800 gas chromatograph ). 

The gas chromatograph was equipped with a flame ionization de­
tector. A 50-foot length of 0.020 inch i.d. stainless steel open tubular 
capillary column coated with Carbowax 1540 served as the main column. 
A freeze out trapping technique was used to concentrate the a-pinene 
before entering the main column. The pre-column trap consisted of an 
in-line capillary column, identical to the main one, inserted between the 
injector and inlet of the main column. The trap was located outside the 
oven and cooled with a dry ice-ethanol bath before injection of a 5 cc 
sample. A 80 °C hot water bath was used to release the α-pinene. The 
operating conditions of the gas chromatograph were as follows: 

Helium (carrier) flow rate 3.1 cc/minute 
Hydrogen flow rate 50 cc/minute 
Air flow rate 850 cc/minute 
Helium (make up) flow rate 40 cc/minute 
Oven temperature (isothermal) 100°C 
Reaction Bags and Irradiation Chamber. Teflon (50-mil F E P Type 

C ) bags of 32 inches X 48 inches were fabricated by impulse heat sealing. 
The bags were fitted with glass ball joints to connect them to the T F E 
Teflon sampling lines. 

A Hotpack controlled environmental room was used as an irradiation 
and constant temperature chamber. By maintaining the chamber tempera­
ture at 21 ± 1°C, a temperature of 25 ± 2°C was achieved in the Teflon 
reaction bag. 

Radiation simulating solar radiation was given by a bank of four 
G.E . 40-watt cool white fluorescent lamps and two Westinghouse 400-
watt E H 1 mercury vapor lamps mounted on one wall of the chamber. 
The walls of the chamber were covered with aluminized Mylar which 
provided a reflecting surface. <f>ka for N 0 2 was 2.8 hr" 1. 

Chemicals Used. Listed below are the specifications of the chemicals 
used in this study. Common laboratory reagents used for the various 
standard analyses met with the specifications prescribed in the cited 
methods and are not listed. A l l gases were supplied by the Matheson 
Company, East Rutherford, N . J . 
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7. LILLIAN Formation and Destruction of Ozone 213 

• OXIDANTS 

TIME (MINUTES) 

Figure 1. Concentration-time profiles of the indicated variables for the system 
N02 + a-pinene + hv 

Air, zero gas: maximum dew point — 78 °F, less than 0.5 ppm hydro­
carbon equivalent to methane 

Hydrogen: pre-purified grade, 99.95% minimum purity 
Nitrogen dioxide: 99.5% minimum purity 
Helium: ultra-high purity grade, minimum purity 99.999% 
Oxygen: extra-dry grade, maximum dew point — 79 °F, minimum 

purity 99.6% 
a-Pinene: minimum purity 99.9%, supplied by Glidden Chemical 

Company, Jacksonville, F la . 

Results 

The concentration-time profiles obtained upon irradiating synthetic 
blends of nitrogen dioxide and α-pinene in air, absolute humidity <0.0Û05 
gram H 2 0 / g r a m dry air ( the effect of water vapor on the system N 0 2 + 
α-pinene -f- hv has already been reported ( 8 ) ), are given for total oxi­
dants, condensation nuclei, ozone, nitrogen dioxide, nitric oxide, and 
α-pinene in Figure 1. The main effects of irradiation are consumption of 
N 0 2 and α-pinene and production of ozone, organic oxidants (the differ­
ence between total oxidants and ozone), and condensation nucli. By 
analogy to simplified chemical models of photochemical smog (9, 10, 11, 
12, 13), these effects and the associated profiles result from free radical 
reactions initiated by electrophillic attacks of atomic oxygen and/or ozone 
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214 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

—depending on the respective reaction rate constants and concentrations 
of the two (14)—at the α-pinene double bond. 

By analogy to Cvetanovic s proposed mechanism for the reaction of 
atomic oxygen with simple olefins (9), one would expect a diradical to 
form from the reaction of atomic oxygen with α-pinene. However the 
cyclic structure of the a-pinene and the strained four-membered ring 
preclude assigning a structure to this intermediate pending experimental 
evidence. Similarly the intermediate formed by the ozone-a-pinene reac­
tion is not amenable to a rigorous comparison with the product of the 
7r-complex proposed in Criegees zwitterion mechanism for simple olefin-
ozone reactions (9). 

Ozone and Organic Oxidants. When a blend of 10 pphm N 0 2 in 
air was irradiated under the same experimental conditions used to obtain 
the data of Figure 1, 0 3 and N O increased to about 1.2 pphm within the 
first five minutes of irradiation. Their concentrations remained at that 
value during the 120-minute experiment. This buildup and attainment 
of steady state is attributed to the rapid synthesis of N O and ozone, ac­
cording to Reactions 1 and 2, and at equilibrium to the equally rapid 
removal of N O and 0 3 by Equation 3: 

M represents a third body—e.g., nitrogen, φ is the quantum yield for N 0 2 

photolysis, ka is its specific absorption rate, and k3 is the bimolecular 
reaction rate constant for Reaction 3. 

Since Reactions 1, 2, and 3 are much faster than competing reactions 
involving olefins, the equilibrium relationship 4 must hold even in the 
presence of a-pinene (15). The buildup of ozone in Figure 1 above the 
steady state concentration it shows when no α-pinene is present is there­
fore accompanied by an increase in the N 0 2 : N O ratio. This increase is 
effected by reactions which convert N O to N 0 2 as shown by a few reac­
tions from Wayne's (11) mechanism for the N0 2 - init iated photo-oxidation 
of an olefin: 

N 0 2 + hv —> N O + Ο 
0 + 0 2 + M - > 0 3 + M 

0 3 + N O -> N 0 2 + 0 2 

ΦΚ [NO] [O,] 
kz [N0 2] 

(1) 
(2) 
(3) 

(4) 

<xp + Ο —> ocpO* 

apO* + 0 2 -> οφ0 3* 
αρ + 0 3 —* αρ0 3 * 

(5) 
(6) 
(7) 
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7. LILLIAN Formation and Destruction of Ozone 215 

οφ0 3* -> Aldehydes, + R O 4- R C O (8) 
R O + N O + 0 2 -> R 0 2 + N 0 2 (9) 

R 0 2 + N O - * R O + N 0 2 (10) 

ap refers to α-pinene and the asterisk designates an unstable intermediate. 
As pointed out by Leighton (9), synthesis of ozone by free radical reac­
tions with molecular oxygen may similarly lead to a buildup of ozone 
above steady state. 

R 0 2 + 0 2 -> RO- + 0 3 (11) 

The difference between simultaneous oxidant and ozone readings 
(Figure 1) are attributed to organic oxidants formed from reactions of 
free radicals, the oxides of nitrogen, and the allotropes of oxygen. The 
positive 10% response of the Mast instrument to N 0 2 accounts for only 
a small part of this difference, particularly in the latter stages of irradiation 
when the N 0 2 concentration is low. The nature of the organic oxidants 
is speculative. However Stephens observed that the system N 0 2 + 
α-pinene + hv formed P A N (16), indicating that part of the organic oxi­
dant is attributable to this well known lachrymator and phytotoxicant. 

Condensation Nuclei. Many mechanisms have been proposed (9) 
involving free radical polymerizations of various radicals which could 
lead to formation of condensation nuclei. It seems that if condensation 
nuclei are formed by such reactions, the myriad different radicals in a 
given system would lead to formation of a highly mixed polymer. Noting 
this, an oversimplified mechanism by which the system N 0 2 + a-pinene 
+ hv may form condensation nuclei ( Figure 1 ) is for example, reactions 
of the alkyl peroxy radical formed in Reaction 9 with α-pinene and 
molecular oxygen: 

R 0 0 - + ap ROO ap. (12) 
ROO ap. + 0 2 ROO apOO- (13) 
ROO apOO- + ap ROO apOO ap- (14) 

The leveling off of the condensation nuclei concentration after the 
first few minutes of the irradiation indicates that the size distribution is 
shifting to larger particles as oxygenated olefin is incorporated into the 
aerocolloidal mass. 

Ripperton et al. (17) and Groblicki and Nebel (18) have shown that 
the dark-phase reaction of ozone and α-pinene leads to rapid formation 
of condensation nuclei. Since relatively high concentrations of ozone are 
produced by the photochemical system N 0 2 + α-pinene -f- hv, the ozone— 
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216 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

α-pinene reaction probably is responsible for a significant fraction of the 
condensation nuclei observed here. The relative importance of this mech­
anism of condensation nuclei production to one involving a peroxy free 
radical polymerization initiated by an atomic-oxygen-a-pinene reaction, 
however, cannot be assessed from the data available. 

Using experimental techniques and conditions identical to those used 
for the controlled irradiations of gaseous mixtures in Teflon bags, a fifteen 
minute irradiation of a blend of 1 ppm N 0 2 and 1 ppm α-pinene yielded 
a barely perceptible bluish haze in a Tyndall beam. Adding more ozone 
with a six-inch ultraviolet (uv) Penray lamp fitted into the top ball-joint 
of the 50-liter flask intensified this haze within seconds. Figure 2 is a 
picture of the Tyndall beam taken two minutes after the uv lamp had 
been activated for ten seconds. Over a substantially longer path length, 
the system N 0 2 + α-pinene + hv at concentrations near natural concen­
trations should be capable of forming the haze observed over densely 
vegetated areas (blue haze). 

Figure 2. Light scattering aerosol as viewed in a Tyndall beam 

N i t r i c Oxide. Since photolysis of N 0 2 did not proceed measurably 
before irradiation, as indicated by zero ozone readings for systems con­
taining N 0 2 in zero air, the N O readings obtained before irradiation for 
these systems and for the system of Figure 1 are artifacts of the analytical 
method. The positive error is probably attributable to the scrubbing 
column used to remove N 0 2 before the N O oxidation step. Either less 
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Formation of Aerosols by Reaction of 
Ozone with Selected Hydrocarbons 

L. A. RIPPERTON and H . E. JEFFRIES 

Department of Environmental Sciences and Engineering, University of 
North Carolina, Chapel Hi l l , N . C. 27514 

O. W H I T E 

Atomic Energy Commission, New York, Ν. Y. 10014 

Dark phase reaction of ozone (O3) with open chain mono-
olefins in air produced no light-scattering aerosol detectable 
with the Goetz Moving Slide Impactor. Reactions of O3 with 
the cyclic olefins, cyclohexene and α-pinene, and the diolefin, 
1,5-hexadiene (reactants in the low or fractional parts per 
million concentration) produced detectable quantities of 
light-scattering aerosols. Aerosol generation was enhanced 
by increasing concentrations of either reactant. Reducing 
oxygen from 20 to 2% reduced aerosol generation; in­
creasing water vapor concentration (~0.0, ~45, ~100% 
relative humidity, 21°C) enhanced aerosol generation. Ki­
netic data from the α-pinene-O3 system suggest that α-pinene 
reacted with a product of the original reaction. This co-
polymerization is proposed as an important step in forming 
organic particulate matter. 

T h e role of olefin-ozone ( O 3 ) reactions in generating aerosols from 
organic vapors and the influence of oxygen ( 0 2 ) and water vapor on 

aerosol production in these reactions have been studied here. Kinetic data 
were examined to try to derive a mechanism for forming aerosols from 
organic vapors. 

Past literature shows that organic compounds are important in the 
formation and composition of aerosols (1, 2, 3) , but this information has 
not been widely accepted or used until recently. In 1963 Junge (4) in ­
cluded only a few sentences on the organic content of aerosols; however, 
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220 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

Goetz (5), writing about maritime haze particles, said that the degrading 
of particles by ultraviolet radiation "appears to be definite proof for the 
significant, if not occasional dominant, presence of various hydrocarbons 
in the aerocolloidal matter." 

How organic vapors are incorporated into the aerocolloidal mass is 
important in urban and in non-urban air. Polymeric material is generated 
when 0 3 reacts with l iquid olefins, and aerosols also result from the reac­
tion of 0 3 with gas phase olefins at pressures in the millimeter range. 
This led to the belief that photochemical haze actually resulted from 
0 3 reacting with olefins. Leighton (6) stated that early workers in air 
pollution chemistry found that olefins reacting with 0 3 in the low parts 
per million (ppm) concentrations did not produce aerosols. In contrast, 
Prager et al. (7) found that cyclopentene, cyclohexene, or 1,5-hexadiene 
in the ppm range reacting with 0 3 produce aerosols (hydrocarbon 10 
ppm, 0 3 5 ppm). Photochemical systems containing N 0 2 and cyclic 
olefins or diolefins also produced aerosols. 

Studying 0 3 behavior in non-urban air, we followed up work of 
Went and Rasmussen (8) by considering the terpenes as possible gas 
phase destructive agents for atomospheric 03—i.e., sinks for natural 0 3 . 
α-Pinene is the most abundant terpene found in the North Carolina pines 
(9, 10) and was the first terpene tested. No rate constant for the 0 3 - « -
pinene reaction was found in the literature; therefore, a study was made 
to determine it. The results of determining the utilization rate of the re-
actants suggested strongly that aerocolloidal material was produced. 
Went (11) reported that the reaction yielded an aerosol which was 
formed rapidly. Wi th reactants in the tens of parts per hundred million 
(pphm) range, we generated enough aerosol to produce a Tyndall beam 
in dark phase 0 3 -a-pinene reactions and in photochemical secondary 

Table I. Aerosol Production from Selected 
Hydrocarbon—Ozone Systemsa 

Hydrocarbon 
Concentration 

Relative Light Scatter 

Hydrocarbon Ozone 
ppm 

In Nitrogen 
In Air (2% Oxygen) Compound ppm 

a-Pinene 1 0.60 
0.14 
0.14 
3.00 
0.40 
0.58 
0.35 

2650 — 
700 90 a-Pinene 1.5 

2.0 
8.0 
2.0 
8.0 
2 

1,5-Hexadiene 
1,5-Hexadiene 
1,5-Hexadiene 
Cyclohexane 
2-Hexene 

20 
5000 

70 
0 — 
0 — 

a Relative humidity = 0 . 0 1 % at 21C°. 
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8. RIPPERTON AND JEFFRIES Formation of Aerosols 221 

reactions of the system N 0 2 + α-pinene -f- hv (12,13,14). Placing freshly 
crushed pine needles in the presence of 0 3 also generated aerosol. 

In 1969 Groblicki (15) reported that aerosol formed in numerous 
0 3 -o le f in (dark phase) and N0 2 - o l e f in (photochemical) systems in the 
absence of S 0 2 . He found little aerosol formed by reacting 0 3 with 
open-chained olefins such as 1-heptene but found much aerosol formed 
when 0 3 reacted with α-pinene and with cyclohexene in low ppm of 
reactant concentration (4 ppm hydrocarbon). He found that cyclopen-
tene formed moderate amounts of aerosol and that 0 3 concentration 
seemed to be a limiting factor in forming aerosol. From Groblicki's work 
and our study of the 0 3 -a -p inene reaction, we believed that we had in ­
sight as to a mechanism of organic aerosol formation. A key step in the 
process seems to be the forming of an intermediate diactive species. 

Recent publications by Altshuller (16), Mueller et al. (17), and 
Robinson and Robbins (18) study the more general aspects of aerosols 
in the ambient air. 

Table II. Effect of Cyclohexene Concentration on Aerosol Production 

Reactants 

Cyclohexene, Ozone, 
ppm ppm Relative Light Scatter0, 

0 0.60 0 
r 11 Q 

0.5 0.60 1 3 2U46 
1.0 0.60 5 2 1Î543 
1.6 0.60 1025 
2.4 0.60 1523 
3.2 0.60 1453 

«Air, RH = 0 . 1 % , 21°C. 

Experimental 

Generating Aerosols by Dark Phase Ozone Reaction. Reactants, var­
ious hydrocarbons and 0 3 , were brought together in low ppm or tenths 
of a ppm concentration in 150-liter Teflon bags. The organic reactants 
used were α-pinene, cyclohexene, 1,5-hexadiene, cyclohexane, and 2-hex-
ene. In all but one series of experiments, relative humidity was virtually 
zero (dew point <— 48°C). In experiments using cyclohexene and 0 3 , 
the water vapor pressure was varied; relative humidities of —0.0%, 
— 5 0 % , and 95-100% were used at 21°C. α-Pinene and other hydro­
carbons alone in clean air in Teflon bags do not deteriorate detectably 
in 24 hours; ozone deteriorates less than 5% in 18 hours. 
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222 P H O T O C H E M I C A L SMOG A N D OZONE REACTIONS 

Table III. Aerosol Production: Cyclohexene and Ozone in 

Reactants 

Cyclohexene, 
ppm 

Ozone, 
ppm 

1 0 

1 0.14 

1 0.33 

1 0.58 
1 0.90 

° Average values. 
b Temperature: 21°C. 

Generating Aerosols with Photochemical Systems. Systems contain­
ing cyclohexanone alone, cyclohexanone and 1-hexene, toluene and N 0 2 , 
1,5-hexadiene alone, and 1,5-hexadiene and N 0 2 (concentrations given 
in Table IV ) were exposed to midday February sunlight for 1 hour in 
150-liter Teflon bags and tested for aerosol generation with the Goetz 
Moving Slide Impactor. 

α-Pinene and N 0 2 ( 50 and 10 pphm, respectively) in 150-liter Teflon 
bags and 1-hexene and N 0 2 (4 ppm each) in 200-liter Mylar bags were 
exposed to artificial light at about one-tenth noonday intensity and tested 
for the presence of condensation nuclei with the Gardner condensation 
nuclei counter. 

Kinetic Studies. α-Pinene reacted with 0 3 in Teflon or Mylar 
bags, and both reactants were analyzed. Data are presented in Figures 
1, 2, and 3; kinetic information is included in Table V . 

Analytical Techniques. Ozone was measured with a chemilumi-
nescent 0 3 meter of the type developed by Regener (19). α-Pinene was 
followed with a Perkin-Elmer Model 80 gas chromatograph equipped 
with a flame ionization detector. The columns were borosilicate glass, 
12 feet long with a 3 mm inside diameter, produced by the authors with 
80/90 Anakrom SD with a 4% liquid loading of Carbowax 20 M . 

The aerosols were deposited, after reacting 1 hour, on a metalized 
slide with the Moving Slide Impactor (MSI) developed by Goetz (5). 
According to Goetz, the device is about 50% efficient for collecting par­
ticles of O.I/A diameter, 80% for 0.2μ diameter, and essentially 100% for 
0.3//. diameter and over. The flow rate through the instrument was 4 liters 
per minute, and the aerosol was deposited in 48 seconds over an area 
of 2 X 4 mm. The deposited material was analyzed by low angle (20° ) 
dark field vertical illumination of the microscope slide where the material 
was deposited. Light-scattering units are arbitrary but represent nanoam-
peres registered on a light meter attached to the microscope. 
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8. RIPPERTON AND JEFFRIES Formation of Aerosols 223 

A i r and Nitrogen Atmospheres 

Relative Light Scatterb 

Air,a Air, Air, Nitrogen, 
RH = 0.01% RH = 50% RH = 95-100%0 (β% Oxygen) 

RH = 0.01%0 

0 0 0 0 
[39 

55.45 — — — 
81 
195 

246 242 1150 2300 40 
300 

521 1400 6400 156 

706 — — 421 

To obtain infrared spectra of the depositable fraction of the particles, 
the particles were deposited on the crystal of an internal reflectance 
attachment to an infrared spectrophotometer using MSI . The IR spectra 
were then taken with a Perkm-Elmer model 337 grating infrared spectro­
photometer. 

Discussion of Results 

The quantitative data on the production of light-scattering aerosols 
are given in Tables I, II, III, and IV. As seen, 2-hexene upon reacting 
with 0 3 did not produce detectable aerosol. This agrees with the data 
of workers using open chain olefins in dark systems with 0 3 and in photo­
chemical systems with N 0 2 . Aerosols formed when 0 3 reacted separately 
with 1,5-hexadiene, α-pinene, and cyclohexene. The cyclic compounds 
were also tested in the system, olefin + N 0 2 + hv, and produced aerosols. 
The systems, cyclohexanone + hv and cyclohexanone + 1-hexene -f- hv, 
did not produce detectable aerosols. 

Since cyclic olefins and diolefins form light-scattering aerosols upon 
reacting with 0 3 and open chain mono-olefins do not, this strongly indi ­
cates that a key step in the process is the generation of two active sites 
(20) on the same molecule. A subsequent step in the process seems to 
be copolymerizing of the diactive material with the original organic re­
actant. The kinetic data in Figures 1 and 2, which show α-pinene being 
used more rapidly than 0 3 , support this view. 

In sunlight cyclohexanone did not produce aerosols while irradiating 
cyclohexene + N 0 2 did. Cyclohexanone + n v a n d cycohexene Ο 
would presumably produce the same diradical, 
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224 P H O T O C H E M I C A L SMOG A N D OZONE REACTIONS 

H H H H H I I 
• C — C — C — C — C — C · 

H H H H H 

(21, 22), so that cyclohexene -f- Ο was not responsible for producing 
aerosol. The initial sequence for producing aerosol in the cyclohexene + 
N 0 2 + hv system therefore is: 

N 0 2 + Λν —> N O + Ο 

0 + 0 2 + M ^ 0 3 + M 

Ο 3 + cyclohexene > > > aerosol 

(1) 

(2) 

(3) 
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8. RIPPERTON AND JEFFRIES Formation of Aerosols 225 

Table IV. Photochemical Systems in A i r ( R H = 0.1%) 

Concentration, N02, Exposure 
Compound ppm ppm Time, hr Relative Light Scatter 

Cyclohexanone 5 0.0 1 0 
Toluene 5 0.1 1 0 
1,5-Hexadiene 7 0.0 1 0 
1,5-Hexadiene 7 0.5 1 1,000 
Cyclohexanone 5 (both) 0.0 1 0 

+ 1-Hexene 
a Sunlight 1100-1500 hrs i n N o r t h Caro l ina (February) . 

In the mid-latitudes the midday sun would produce several pphm 0 3 

from the radiation of 10 pphm of N 0 2 . We therefore agree with Groblicki 
(15) that even in the photochemical systems it is the 0 3 -o le f in reactions 
and not the O-olefin reactions which produce aerosols from cyclic olefins. 

The quantitative data in Tables II and III, regarding the effect of 
varying 0 3 and cyclohexene, show that within limits producing aerosol 
depends directly on the concentration of both compounds. 

Decreasing molecular oxygen ( 0 2 ) concentration in the reaction 
mixture from 20% to 2% decreases the particle formation (Table III) . 
This indicates that incorporating 0 2 , perhaps as a peroxy radical, en­
hances the producing of aerosol. It might also indicate that 0 3 was re­
generated (see below). 

Water vapor at the time of particle formation greatly affected the 
reaction (Table III) . There was an increase in light-scattering, which 
visual microscopic examination suggested resulted from increased num­
bers of particles formed with increasing water vapor. In the humid runs 
particles were larger and coalesced more rapidly in the earlier reaction 
stages. This agrees with Goetz' finding (5) that the organic material 

Table V . Conditions and Rate Constants for Pinene—Ozone Reactions 

o 3 txPinene Ra 
Run Number pphm pphm pphm~l hr~l liter-moles^ sec 

1 4.1 64.9 0.088 0.60 Χ 105 

2 4.0 105.8 0.202 1.37 Χ 105 

3 22.8 101.7 0.179 1.21 Χ 105 

4 26.5 122.1 0.129 0.88 Χ 105 

Average — — 0.15 0.99 Χ 105 

$Pinene Ra 
Run Number pphm, pphm pphm~lhr~l liter-moles~l sec 

5 2.4 94.9 0.058 3.94 Χ 104 

α Calculated from i n i t i a l slope (runs 1, 2, and 3, 0 3 ) (runs 4 and 5 hydrocarbon) . 

Pu
bl

is
he

d 
on

 J
un

e 
1,

 1
97

2 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
13

.c
h0

08



226 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

forms a film around the inorganic portion of the particle; the film resists 
coalescence. To orient the organic material into such a film takes a finite 
amount of time. 

Kinetic information on the reaction of 0 3 + α-pinene is given in 
Table V and Figures 1, 2, and 3. The value of the specific rate constant, 
using the data from the first few minutes of the reaction, is estimated to 
be 9.9 Χ 104 liters mole"1 sec"1 (0.15 pphm" 1 hr" 1 ) , assuming a second 
order reaction and a 1:1 stoichiometry. 

Along with other workers using open chain olefins (23), we did not 
find an adherence to 1:1 stoichiometry. Earlier workers had interpreted 
this as interference in the 0 3 measurements from peroxides and possibly 
other oxidants produced in o le f in-0 3 reactions. However, in this study 
the deviation from 1:1 stoichiometry can not be interpreted in the same 
manner because the Regener-type chemiluminescence 0 3 meter is con­
sidered specific for 0 3 , and we assumed that our readings were as accurate 

1 1 1 1 1 1 1 1 Γ 
0 5 10 15 20 

TIME, MINUTES 

Figure 2. a-Pinene utilization in ozone + a-pinene 
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8. RIPPERTON AND JEFFRIES Formation of Aerosols 227 

6.0 9.0 
TIME, MINUTES 

15.0 

9.0 
TIME, MINUTES 

15.0 

Δ EXPERIMENTAL DATA POINTS 
— COMPUTER PLOT 

Figure 3. Computer simulation in ozone + a-pinene 

as the calibration. Also the ratio of α-pinene to 0 3 consumed per unit 
time varied from time to time (from —1 to ^ 5 0 ) . If a 1:1 0 3 to a-pinene 
reaction is the first step in the process being observed, the empirical data 
suggest that the α-pinene reacted with a product of the a -pinene-0 3 

reaction. 
Numerous models were tested by computer simulation using numeri­

cal solution of a set of simultaneous differential equations and the one 
which best fitted the data was: 

0 3 + α ρ ^ ( α ρ — O x ) * (4) 

ap + (ap—O x)* -+(ap)2Oa; (5) 
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228 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

(ap—0 X )* —>R · + other products 
R · + 202-> R O · + 0 3 

(6) 
(7) 

ri = k (0 3) (ap) 
r 2 = k2 (ap—0*)* (ap) 
r 3 = k3 (ap—0 X )* 
r 4 = fc4 (R · ) (pseudo first order) 
fci = 0.3 pphm- 1 h r - 1 = 2.0 X 105 liter mole" 1 sec"1 

k2 = 1.4 p p h m - 1 h r - 1 = 9.5 X 105 liter mo le - 1 sec - 1 

h = 96 h r - 1 = 1.6 sec" 1 

ki = 144 h r - 1 = 2.4 sec - 1 (pseudo first order) 

A mechanistic generation of 0 3 was needed because manipulation 
of the first models tested could not explain the behavior of the a-pinene 
and the 0 3 simultaneously. 

The rate constants were adjusted to force the computer simulation 
to fit the experimental data. Rate constant, kl9 was determined to be 
about 0.15 pphm" 1 h r - 1 (.—105 liter mole - 1 sec"1) using the data from the 
first ten minutes of reaction. However, because of the rapidity of the 
subsequent reactions, the actual rate might be somewhat greater, and it 
was adjusted to twice the determined value in the final model. The other 
rate constants, k2, ks, and Zc4 were originally estimated as 1.0 pphm" 1 hr" 1 , 
48 h r 1 , and 96 h r 1 , respectively. Experience with the computer simula­
tion caused us to revise the values upward to fit the theoretical curve to 
the data. The final values accepted were 1.4, 96, and 144. Figure 3 shows 
the computer plot and the experimental data. 

This mechanism is suggested as a possible type of initiating series 
to generate aerosols from certain types of hydrocarbons. It is speculative 
but suggests reasons for the seemingly anomalous behavior of the reactants 
in the 0 3 -a -pinene reaction. The dimeric material in Step 2 above would 
be a precursor of the observed particles. 

Although open chain mono-olefins do not produce light-scattering 
particles they apparently produce particles less than 0.1 in diameter. Both 
the system N 0 2 + α-pinene + hv (24) and photochemical systems con­
taining N 0 2 and open chain olefins—e.g. 1-hexene (25)—produced con­
siderable quantities of condensation nuclei. 

Figure 4 contains an infrared spectrum of the depositable aerosol 
formed in the 0 3 -a -pinene reaction. Figure 4 also contains an infrared 
spectrum of local rural ambient aerosol. There are large differences in 
the spectra; this agrees with Stephens (26) in comparing α-pinene aero­
sols with urban aerosols. Infrared spectra were obtained by Groblicki 
(15) for aerosol formed in the systems N 0 2 + α-pinene -f- hv and N 0 2 + 
S 0 2 + α-pinene. The spectra obtained in this laboratory for the 0 3 - a -
pinene system and Groblicki's N 0 2 + α-pinene + hv system were nearly 
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identical. This further supports Groblicki's suggestion that "the effects 
of reactant concentration and light intensity may be important only insofar 
as they affect the production of ozone" in the photochemical system 
without S 0 2 . 

The similarity between Groblicki's photochemical aerosol from the 
system containing S 0 2 , N O , propylene, and (inadvertently) ammonia 
( N H 3 ) and these authors' ambient aerosol is striking. This similarity 
suggests that including S 0 2 and possibly N H 3 in reaction mixture pro­
duces a synthetic aerosol which resembles the natural more, at least in 
IR spectra. Another series of experiments w i l l be run to study possibly 
incorporating less reactive compounds into the aerocolloidal mass by 
reaction with the diactive species postulated above. This type of system 
could produce IR spectra quite different from a simple 0 3 -a-pinene 
aerosol since different functional groups are included. 

Conclusions 

The data reported here suggest that reactions between 0 3 and cyclic 
olefins and 0 3 and diolefins are important in incorporating organic vapors 
into the aerocolloidal mass. Within limits aerosol generation, as measured 
by light-scattering from deposited material, was enhanced by increasing 
concentrations of each reactant ( 0 3 and cyclohexene), 0 2 ( 2 -20%) , 
and water vapor (0-100% R H , 21°C). 

Comparing the behavior of open chained mono-olefins with cyclic 
and diolefins upon reaction with 0 3 suggested that the following processes 
are operative in generating organic aerosols: 

0 3 + cyclic olefin —> diactive species 
cyclic olefin + diactive species —» dimeric material —» aerosol. 
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9 

The Role of Carbon Monoxide in Polluted 
Atmospheres 

M . C. D O D G E and J. J. B U F A L I N I 

Environmental Protection Agency, Research Triangle Park, N . C. 27711 

The effect of CO on the rate of oxidation of NO has been 
investigated. Adding CO enhances the oxidation of NO in 
the presence and absence of reactive hydrocarbons. How­
ever, since CO concentrations required to achieve this con­
version are higher than those usually present in polluted 
atmospheres, this work suggests that ambient levels of CO 
do not affect photochemical smog formation. 

Until recently the role of carbon monoxide in polluted atmospheres has 
been largely ignored. Heicklen, Westberg, and Cohen (J) sug­

gested that hydroxyl radicals, postulated as intermediates in the reaction 
of hydrocarbons with N O , serve as chain carriers to oxidize N O to N 0 2 

in the presence of C O : 

O H + CO H + C 0 2 (1) 
Η + 0 2 + M —> H 0 2 + M (2) 
H 0 2 + N O —> N 0 2 + O H (3) 

This reaction sequence increases the rate of N O oxidation, thereby in ­
creasing the rate of photochemical smog formation and the ambient level 
of 0 3 since less 0 3 is consumed by reacting with N O . Westberg and 
Cohen (2) incorporated this reaction sequence in a computer program to 
estimate the effect of 100 ppm of C O on isobutene and N 0 2 . Their calcu­
lations predicted that the ozone concentration in this system is 50% 
greater than that in a similar system without C O . 

The role of carbon monoxide in photochemical smog formation has 
been extensively studied by numerous investigators. Wilson and Ward 
(3), who studied the oxidation of nitric oxide in the presence of n-butane, 
η-butane and C O , and C O alone, found that adding 400 ppm of C O to 
6.5 ppm η-butane and 0.6 ppm NO^ increased oxidant formation and de-

232 
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9. DODGE AND BUFALINI Carbon Monoxide in Polluted Atmosphere 233 

creased the time required for the N 0 2 to reach a maximum. They also 
found that adding 400 ppm of C O to 0.5 ppm N O led to complete N O 
oxidation and ozone formation. 

Westberg, Cohen, and Wilson (4) studied the C O effect on the photo-
oxidation of isobutene. Adding 100 ppm C O to 3 ppm isobutene and 1.5 
ppm N O decreased the time required to reach the maximum N 0 2 con­
centration from 130 to 100 min. Ozone appeared much earlier when C O 
was present, but the peak ozone concentration was about the same as in 
the absence of carbon monoxide. 

Stedman and coworkers (5) found that, even in the absence of hydro­
carbons, C O greatly accelerated the conversion rate of N O to N 0 2 when 
water was present in the system. When 2.3 ppm N O and 2500 ppm C O 
were irradiated in air of 25% relative humidity, these investigators found 
that the oxidation rate was about 7 times faster than in the absence of 
C O . This rapid speeding up in the N O oxidation rate was attributed to 
the forming of hydroxyl radicals via the reactions: 

At least one study on the fate of C O in the atmosphere indicated 
that C O may affect the rate of N O oxidation very little. Dimitriades and 
Whisman (6) carried out irradiations of 1 ppm propylene, 1 ppm N O , 
and C O at 1, 10, and 100 ppm. Their results showed that C O did not 
noticeably affect the conversion rate of N O to N 0 2 . 

Most evidence available before this investigation indicated that large 
concentrations of C O affect the rate of nitric oxide oxidation and perhaps 
the rate of hydrocarbon consumption and 0 3 formation. Whether the 
role of carbon monoxide is important enough to affect photochemical 
smog formation is studied here. 

Experimental 

Samples used in this study were contained in 150-liter plastic bags 
made from fluorinated ethylene-propylene copolymer (Dupont F E P 
Teflon). The samples were prepared by injecting known amounts of the 
hydrocarbon, N O , and C O into a stream of purified air. Irradiations were 
carried out in one of two thermostatted irradiation chambers at 23 ± 1°C 
and at ambient atmospheric pressure. One chamber was fitted with 26 
G E F 4 0 B L B blacklights and the other contained 36 G E F42-T6 black-
lights. The light intensities of the two irradiation chambers were deter­
mined by measuring the disappearance rate of N 0 2 in a nitrogen atmos­
phere (7). The values obtained for kd were 0.50 min" 1 for one chamber 
and 0.35 min" 1 for the other. One series of runs, carried out in a 335-ft3 

chamber, gave a kd value of 0.40 min" 1 . 

N O + N 0 2 + H 2 0 - 2 H O N O 
H O N O + hv -> O H + N O 

(4) 
(5) 
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234 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

A l l chemicals were chemically pure and were used without purifying 
further, except for carbon monoxide. C O was passed through packed 
columns to remove any F e ( C O ) 5 impurity that might be in the tank since 
Westberg et al. (4) reported that the iron carbonyl impurity in C O 
enhanced the rate of nitric oxide oxidation. The purified C O used in this 
work showed no F e ( C O ) 5 when run in a long path (10-meter) IR cell. 
J . T. Baker dry air was used in all runs. 

A l l hydrocarbons were analyzed with a gas chromatograph equipped 
with a flame ionization detector. In those runs where carbon monoxide 
was monitored, the C O was passed over nickel in a stream of hydrogen 
to convert it to methane for detecting by flame ionization. Nitrogen oxides 
were measured by the Saltzman colorimetric procedure (8). Ozone for­
mation was monitored with a chemiluminescence instrument containing 
a photomultiplier tube that detects the photons emitted when ozone 
reacts with ethylene (9). The water vapor content of the samples was 
analyzed with a Hygrodynamics, Inc. hygrometer, Model 15-3001, capable 
of measuring relative humidities from 5-100%. Unless otherwise stated, 
the relative humidity of all runs described in this paper was less than 
the detectable limit of the hygrometer. 

IRRADIATION TIME, hours 

Figure 1. Oxidation of nitric oxide in the presence and absence of CO and 
water vapor 

Results and Discussion 

The effect of carbon monoxide on the oxidation of N O in the absence 
of hydrocarbons was studied. The formation of N 0 2 in the presence and 
absence of C O and water vapor is shown in Figure 1. The kd value for 
these four runs was 0.35 min" 1 . 

When N O was irradiated in the absence of C O and H 2 0 at an initial 
NOx concentration of 5.3 ppm, N 0 2 reached a constant value of 1.15 ppm 
after about 4 hours of irradiation. The presence of water vapor at 53% 
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9. DODGE AND BUFALINI Carbon Monoxide in Polluted Atmosphere 235 

relative humidity did not greatly affect the rate. However, the oxidation 
rate was greatly speeded up by the presence of 2,000 ppm C O , a puzzling 
result since C O should have no effect in a dry system where there are no 
hydroxyl radicals present. A n explanation can be afforded by considering 
the various reactions occurring in this system. Those reactions involving 
only the oxides of nitrogen are: 

N 0 2 + hv ->.NO + 0 (6) 
M 

0 + N 0 2 - * N 0 3 (7) 
0 + N 0 2 -> N O + 0 2 (8) 

M 

0 + N O N 0 2 (9) 
N 0 3 + N O - » 2 N 0 2 (10) 

M 

0 + 0 2 0 3 (11) 
0 3 + N O —>• 0 2 + N 0 2 (12) 
N 0 2 + 0 3 -> N 0 3 + 0 2 (13) 
2NO + 0 2 -> 2 N 0 2 (14) 

N 0 3 + N 0 2 -> N 2 0 5 (15) 
N 2 O s -> N 0 3 + N 0 2 (16) 

If H 2 0 is present in the system, the following reactions also occur: 

a 
N O + N 0 2 + H 2 0 - 2 H O N O (4) 

b 
H O N O + hv -»· O H + N O (5) 
N 2 O s + H 2 0 - 2 H N 0 3 (17) 

M 

O H + N O - » H O N O (18) 
M 

O H + N 0 2 - » H N 0 3 (19) 
By adding C O to the system, the following sequence occurs: 

CO + O H —> C 0 2 + H (1) 
M 

H + 0 2 —> H 0 2 (2) 
H 0 2 + N O - » N 0 2 + O H (3) 

If the usual steady state approximations are made, the following 
expression for the rate of change of N O concentration with time is derived: 
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236 P H O T O C H E M I C A L SMOG A N D OZONE REACTIONS 

d(NO) 
= - A : 1 4 ( 0 2 ) ( N O ) 2 + 

2& 8Α ; α φ(Ν0 2) 2 

dt ~ ' *n (0 2 ) (M) 

-A; 4 a (NO)(N0 2 ) (H 2 0) + fc4B(HONO)2 + fe(HONO) 

* B M N O ) ( H O N O ) feifeB(CO)(HONO) 
fcu(NO) (M) + k19(N02) (Μ) *ιβ(ΝΟ) (Μ) + A; 1 9 (N0 2 ) (M) 

A t the beginning of the irradiation of N O and C O , even in a dry 
system, enough water vapor is present to make the last term of this 
equation the most important. Even if the permeation of water present 
in room air into the Teflon bag is excluded, tank air may contain up to 5 
ppm water vapor, according to manufacturer's specifications. Assuming 
a steady state concentration of nitrous acid, 5 ppm water results in the 
forming of 3 X 10"3 ppm H O N O . Using h = 8.9 X 10 71/mole-sec (10) 
and using the values assumed by Westberg (11) ( k5 = 0.1 fca</> = 4.0 X 
10"4 sec"1, fc18 — 1 χ 109 l 2/mole 2-sec, and Jt 1 9 = 3 Χ 109 l 2 /mole 2-sec ), 
this term becomes 0.06 ppm/min for a C O concentration of 2,000 ppm. 
The observed value for the oxidation rate of N O in the presence of 2,000 
ppm is 0.03 ppm/min. Despite the many assumptions involved in this 
calculation, we believe the result shows that the rapid acceleration in the 
N O oxidation rate is explained by the presence of a trace amount of water 
vapor impurity. 
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0.5 
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ι -

ζ 
LLi 
y 0.3 
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Ν0 Χ = 0.650 ppm 
Kd =0.35 min 1 

53% RELATIVE HUMIDITY 

1 1 1 1 1 
50 ppm CO 

1 

— 
* N ° x 

— — 

I 1 I ! ι ι ! ι ι ι 1 
120 160 200 240 

IRRADIATION TIME, minutes 

320 360 

Figure 2. Effect of adding 50 ppm CO to 0.650 ppm NOx 
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9. DODGE AND BUFALINI Carbon Monoxide in Polluted Atmosphere 237 

IRRADIATION TIME, minutes 

Figure 3. Irradiation of 0.2 ppm NOx with 20 and 100 ppm CO at 70% 
relative humidity 

Figure 1 also shows the growth of N 0 2 in a system containing 2,000 
ppm C O at 53% relative humidity. As expected, the rate of formation of 
N 0 2 was greatly enhanced over that of the dry system. 

The effect of adding C O to nitric oxide in air of 53% humidity at 
concentrations more nearly those encountered in polluted atmospheres is 
shown in Figure 2. Adding 50 ppm C O to the system after 4 hours of 
irradiating rapidly accelerated the N O oxidation rate. 

Figure 3 presents data for the oxidations of 0.2 ppm of ΝΟ# with 20 
ppm C O and 100 ppm C O at 70% humidity and a kd value of 0.50 min" 1 . 
As indicated, when 100 ppm C O was present, N O was completely oxi­
dized to N 0 2 , and 0 3 was produced. Wilson and Ward (3) also detected 
the formation of ozone in a similar system. In the run containing 20 ppm 
C O ( the concentration usually found in early morning automobile traffic ), 
the oxidation rate of N O was much slower than that observed with 100 
ppm C O , and no ozone was produced. Nevertheless, N O oxidation in this 
run occurred much faster than N O oxidation in the absence of C O . 

This study shows that, in the absence of hydrocarbons, ambient levels 
of carbon monoxide enhance the oxidation rate of nitric oxide. 

The effect of C O on hydrocarbon and NO# systems was extensively 
studied. The hydrocarbons studied ranged from the more unreactive 
paraffins and aromatics to the very reactive unsaturated hydrocarbons. 
Usually the hydrocarbon-NO^ ratios ( H C as total C ) were representa­
tive of those found in polluted atmospheres although the absolute con­
centrations of the substances were much higher than ambient levels. 

A l l of the hydrocarbon-NO# systems investigated here were irradiated 
with light of intensity, kd = 0.50 min" 1 . 

Pu
bl

is
he

d 
on

 J
un

e 
1,

 1
97

2 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
13

.c
h0

09



238 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

Mesitylene. The data for the mesitylene-NOa system are shown in 
Table I. Adding CO did not significantly affect the time required for 
N 0 2 to reach a maximum or the time required for one-third of the me­
sitylene to react, as shown in the fourth and fifth columns. In contrast to 
theory, however, adding 2,000 ppm CO seemed to decrease the amount 
of ozone formed. This decrease may be a function of the mesitylene-NOa. 
ratio rather than a function of the CO concentration. M/NOx in this run 
was 1.8, but in the other three runs it was 2.1. As the hydrocarbon-NOa, 
ratio decreases, the amount of ozone formed also decreases (12). 

Table I. Photooxidation of Mesitylene-NO^-CO Mixtures 

Initial Concentrations 

Mesitylene, NO*, CO, Mesitylene 

ppm ppm ppm NOx 

9.62 4.58 0 2.1 
8.80 4.18 75 2.1 
9.20 4.45 600 2.1 
9.10 5.00 2000 1.8 

N02 Mesitylene 
t max, tl/3, MaxO, 

min. min. ppm 
19 27 1.1 
19 29 1.0 
18 30 0.95 
17 32 0.80 

1-Butene. The effect of adding 2,000 ppm C O to 9 ppm 1-butene 
and 3.5 ppm ΝΟ,χ. is shown in Figure 4. The time required for N 0 2 to 
maximize decreased from 45 to 22 min. The half-life of the 1-butene 
decreased from 60 to 41 min. Also, by adding 2,000 ppm C O , the peak 
ozone concentration increased from 1.15 to 1.40 ppm. 

The complete data on the l-butene-NO^. system (see Table II) are 
scattered because of the varying 1-butene-NO ratios in these runs, but 
certain trends are apparent. Adding C O decreased the time required to 
reach the N 0 2 maximum concentration and the half-life of the 1-butene. 
Also the amount of 0 3 produced seemed to increase with increasing C O 
concentration. The data also show that adding water vapor decreased 
the peak ozone concentration; this result agrees with the results of Wilson 
and Levy (13) who also observed that less ozone was produced by 
irradiating 1-butene with NO^. at higher relative humidities. 

Ethylene. C O affected the photooxidation of ethylene in the pres­
ence of oxides of nitrogen similarly to the 1-butene system. When 10.8 
ppm ethylene and 2.8 ppm NOx were irradiated in the absence of C O , 
the maximum N 0 2 concentration occurred at approximately 50 min., and 
the ethylene half-life was 130 min. Ozone began to appear when the 
N 0 2 was maximum and increased to a peak value of 1.40 ppm at 160 min. 
When the same concentrations of ethylene and NO# were irradiated in 
the presence of 500 ppm C O , the time for the N 0 2 to maximize was 
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9. DODGE AND BUFALINI Carbon Monoxide in Polluted Atmosphere 239 

shortened to 35 min., the ethylene half-life decreased to 105 min., and 
the peak ozone concentration increased to 1.60 ppm. 

The rate parameters for the ethylene—NOx system as a function of 
C O concentration are presented in Figure 5. The time required to reach 
the maximum N 0 2 concentration remained rather constant up to about 
100 ppm C O and then changed rapidly up to 1,000 ppm. Adding more 
C O did not greatly change the time required to reach the maximum; the 
same was true of the time required to reach the peak 0 3 concentration. 
The ethylene half-life depended only slightly upon the C O concentration. 
The time required for one-half of the ethylene to react decreased from 
about 130 to 105 min. by adding 500 ppm C O ; adding more had no effect. 
The data obtained for the peak ozone concentration are scattered, but it 
seems generally that, overall, the ozone concentration was unaffected by 
the presence of C O . 

Toluene. The effect of C O on the less reactive toluene-NO^. system 
was also studied. Toluene at a concentration of 10 ppm and NOx at 3.5 
ppm were irradiated with 0-1,000 ppm C O . The time required for N 0 2 

to maximize decreased from 180 min. when no C O was present to 160 
min. when 500 ppm C O was added to the system and the 0 3 peak con­
centration increased from 0.80 to 1.10 ppm. When only 100 ppm C O 
was added, no effect was observed. 

IRRADIATION TIME, minutes 

Figure 4. Irradiation of 1-butene and NO in the presence and absence of CO 
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240 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

Table II. Photooxidation of 

Initial Concentrations 

1-Butène, 
ppm 
9.7 
9.0 
9.0 
9.0 
9.2 
9.0 
9.0 
9.0 
9.4 
8.8 
8.8 

N0X, 
ppm 
3.90 
3.45 
3.75 
3.00 
3.50 
3.65 
3.20 
3.65 
3.80 
3.50 
2.85 

N02, 
ppm 

0.70 
0.35 
0.30 
0.50 
0.45 
0.63 
0.42 
0.65 
0.45 
0.35 
0.40 

ppm 
CO, 

0 
0 
0 
0 

0 
0 
0 

70 
0 
0 

70 
0 
0 

70 
70 

500 
1,000 
1,000 
2,000 
2,000 
2,000 
2,000 

Benzene. The unreactive benzene—NO^ system was also studied in 
the presence and absence of C O . When 5 ppm benzene and 4.5 ppm 
NO*, were irradiated in the absence of C O , only about 1% of the benzene 
reacted in seven hours. The curve for the growth of N 0 2 was the same 
as that shown in Figure 1 for irradiating N O in the absence of hydro­
carbons. When benzene and N O were irradiated with 2,000 ppm C O , 
about 5% of the benzene reacted after 7 hours, and there was some 
increase in the oxidation rate of N O . However the N 0 2 growth curve 
was almost identical to the one shown in Figure 1 for irradiating NO# in 
the presence of 2,000 ppm C O . These results suggest that benzene 
affected the oxidation rate of N O very little. 

Pentane. The systems n-pentane-NO# and 2,3,4-trimethylpentane-
NO# were studied in the presence and absence of carbon monoxide. In 
both systems 2,000 ppm C O added to 10 ppm paraffin and 3 ppm N O * 
increased the oxidation rate of N O but did not affect the reactivity of the 
paraffin. The increase in the oxidation rate of N O was the same as that 
shown in Figure 1 for 2,000 ppm C O and 4.6 ppm NOx in the absence of 
hydrocarbon; ozone was not formed in either system. 

Hydrocarbon—NOx Systems Approximating Ambient Polluted Conditions 

A l l hydrocarbon-NOa- systems presented thus far were studied at 
concentrations almost ten times greater than the levels found in polluted 
urban air. In each case more than 200 ppm C O ( approximately ten times 
the ambient level of 20 ppm found in polluted areas ) was required before 
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9. DODGE AND BUFALINI Carbon Monoxide in Polluted Atmosphere 241 

1-Butene-NOaf-CO Mixtures 

1-Butene N02 

t max, 
min. 

1-Butene 

NO 
Max 0; 

ppm mm. 
3.0 
2.9 
2.6 
3.6 
3.0 
3.0 
3.2 
3.0 
2.8 
2.8 
3.6 

37 
45 
51 
45 
36 
32 
32 
22 
25 
31 
28 

.30 

.15 

.30 

.05 

.40 

.45 

.10 

.40 

.40 

.05 

.00 

55 
60 
67 
61 
51 
50 
51 
41 
41 
52 
50 

a noticeable effect occurred. It was of interest to see if, by working at 
nearly ambient concentrations of hydrocarbon and NOx, smaller concen­
trations of C O approximating those of morning traffic conditions could 
cause a noticeable effect. For this reason, 1 ppm ethylene and 0.2 ppm 
NOa- were irradiated with 0-100 ppm C O . The effect of adding 50 ppm 
C O is shown in Figure 6. The time required for N 0 2 to reach a maximum 
decreased from 100 to approximately 80 min. and the peak ozone concen­
tration increased from 0.56 ppm to 0.68 ppm. Although a C O effect was 
observed in this run, the reactivity of nitric oxide or the level of oxidant 
formation was not affected in runs carried out in the presence of only 
10-20 ppm C O , concentrations more nearly approximately ambient levels. 

Experiments conducted in the large 335-ft3 irradiation chamber also 
showed that in most cases the effect of ambient concentrations of C O on 
the oxidation rate of N O to N 0 2 is negligible. The results for three series 
of runs, one involving only paraffins, one involving paraffins and more 
reactive hydrocarbons, and one involving no hydrocarbons, are shown in 
Table III. The various hydrocarbons and their relative concentrations 
were chosen to represent the Los Angeles atmosphere as determined by 
Kopczynski and co-workers (14). A l l runs were conducted at 50% relative 
humidity. 

The data shown in Table III for the series of runs involving only 
parafins are scattered. For the run containing only 20 ppm C O , there 
seemed to be a negative effect on the oxidation rate of N O and the oxidant 
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242 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

yield. The time to oxidize one-half of the N O seemed to increase, and the 
amount of oxidant formed seemed to decrease. However, these numbers 
probably are within experimental error of being the same. A large posi­
tive effect occurred for the run with 100 ppm C O . The N O oxidation rate 
greatly increased and the amount of oxidant formed doubled. However, 
though an effect did occur, 100 ppm C O is too high to represent the ambi­
ent polluted atmosphere. Even during severe Los Angeles smog episodes 
the concentration of C O seldom exceeds 20 ppm. 

For the series of runs containing paraffins, olefins, and aromatics, 
less of a C O effect was found. Again, for the run containing only 20 ppm 
C O , no effect was observed. When 100 ppm C O was present, the time 
required to oxidize one-half of the N O decreased from 37 to 26 min., and 
the maximum concentration of oxidant formed increased from 54 to 66 
pphm. This effect is much less than that observed for the paraffin series. 

For the third series of runs shown in Table III, where NO# was 
irradiated in the absence of hydrocarbons, there was a large C O effect. 
The time to oxidize one-half of the N O decreased from greater than 300 
min. when no C O was present to 186 min. when 20 ppm C O were added. 
When 50 or 100 ppm C O were present, al l of the N O was oxidized to 
N 0 2 in the run, and the formation of ozone occurred. 

, 160-

C2H4 =10.7 ppm 

N0X =3.3 ppm 

Kjj r0.5 minute -1 

• TIME TO N02 MAXIMUM _ | 

• C 2 H 4 HALF-LIFE 

• TIME TO 0 3 MAXIMUM _ 

• 0 3 MAXIMUM CONCENTRATION 

1 
40 λ —I 

30 i= —I 

—I 10 —\ 0.40 

1000 
CARBON MONOXIDE, ppm 

0 — 1 0 

1.6 ε 

0.80 

Figure 5. Photooxidation of ethylene-NOx systems as a function of CO 
concentration 
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IRRADIATION TIME, minutes 

Figure 6. Irradiation of 1 ppm ethylene and 0.2 ppm NOx with 0 and 50 
ppm CO 

Table III. Photooxidation of H y d r o c a r b o n - N O ^ - C O Mixtures 
in Large Irradiation Chamber 

Max 
Initial Concentr niions Time to Oxidant 5 Hr 

Oxidize (Corrected Oxidant 
N0X, CO, Hydrocarbons, v2no0, for N02), Dosage 
pphm ppm ppm C min. pphm ppm-min 

52 0 10 paraffins 85 13 11 
50 20 10 paraffins 96 11 9 
54 100 10 paraffins 51 24 27 
50 0 2 3 4 paraffins 37 54 77 

% olefins 
2 aromatics 

50 20 2 3 4 paraffins 36 55 89 
% olefins 

2 aromatics 
54 100 2 3 ^ paraffins 26 66 119 

% olefins 
2 aromatics 

55 0 0 >>300 0 0 
55 20 0 186 0 0 
57 50 0 116 4 2 
55 100 0 65 21 19 
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244 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

In this series of runs, the less reactive the system, the greater the 
effect of C O on the rate of oxidation of N O and the level of oxidant 
formation. 

Conclusions 

The results of these studies indicate that, in the absence of hydro­
carbons, ambient levels of carbon monoxide speed up the rate of nitric 
oxide oxidation. However, when hydrocarbons are present, ambient con­
centrations of C O do not noticeably increase oxidant formation or N O 
oxidation rate. This result is explained by considering the two reactions 
of importance in this system: 

Whether or not C O can affect an increase in the oxidation rate of N O 
in the presence of hydrocarbons depends on the relative rates of these 
competing reactions. For a highly reactive hydrocarbon such as mesity­
lene, the reaction of the hydrocarbon with hydroxyl radicals is so fast 
that the reaction of C O with O H cannot compete even at high C O -
hydrocarbon ratios. For less reactive hydrocarbons such as ethylene and 
1-butene, C O competes with the hydrocarbon for the O H radicals and, 
in systems containing these hydrocarbons, a carbon monoxide effect is 
possible. The rate constant for the reaction of ethylene with hydroxyl 
radicals has been measured to be 3.6 X 10 91/mole-sec (15). This is forty 
times greater than the rate constant of 8.9 X 107 1/mole-sec (10) for the 
reaction of O H with C O . Therefore, a C O effect should be possible at 
CO—ethylene ratios of 40 or greater. Experimentally, an increase in the 
N O oxidation rate for this system was observed at a CO-hydrocarbon 
ratio of 50. 

For unreactive hydrocarbons such as benzene and the pentanes, the 
reaction between hydroxyl radicals and the hydrocarbon is so slow that 
most of the hydroxyl radicals react with C O rather than with the hydro­
carbon. In these systems the rise in the N O oxidation rate is the same 
as that observed in the absence of the hydrocarbon. 

In summary the reaction of C O with O H radicals does not seem to 
be rapid enough to compete with the reactions of hydrocarbons with 
O H radicals in the polluted atmosphere. 
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CO + O H —> C 0 2 + H 
H C + O H -> Products 

(1) 
(20) 
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The Chemiluminescent Reactions of Ozone 
with Olefins and Organic Sulfides 

J. N . PITTS, JR., W. A. KUMMER, a R. P. STEER, b and B. J. FINLAYSON 

University of California, Riverside, Calif. 92502 

Spectra from the chemiluminescent gas phase reactions at 
0.5 torr, of ozone with ethylene, tetramethylethylene, trans-
2-butene, and methyl mercaptan at room temperature are 
presented, and a summary of the general features of the 
emissions obtained from reaction in the gas phase of ozone 
with fourteen different olefins is given. The emitting species 
in the ozone-olefin reactions have been tentatively identified 
as electronically excited aldehydes, ketones, and α-dicarbonyl 
compounds. The reaction of ozone with hydrogen sulfide, 
methyl mercaptan, and dimethylsulfide produces sulfur 
dioxide in its singlet excited state. 

he increasing severity of urban air pollution has recently led to the 
development of new methods for the sensitive and specific measure­

ment of the low concentrations of ozone found in urban atmospheres. The 
most important methods monitor ozone by detecting the chemilumines-
cence produced in the reaction of ozone with some organic substrate. 
Regener's method (1,2) monitors the intensity of the chemiluminescence 
produced by ozone reacting with rhodamine-β adsorbed on a silica gel 
disc. The method of Fontijn et al. (3) follows the intensity of emission 
from the reaction of ozone with nitric oxide at low pressures. The most 
convenient method (4) seems to be that developed by Nederbragt et al. 
(5) and Warren and Babcock (6) where the emission intensity from the 
chemiluminescent reaction of ozone and ethylene at atmospheric pressure 
is monitored. A l l of these techniques have been evaluated recently by 
Hodgeson et al. (4). 

a Present address: S I B A - G e i g y , Photochemi L T D , Fr ibourg , Switzerland. 
b Present address : Department of Chemistry and Chemica l Engineer ing , U n i v e r ­

sity of Saskatchewan, Saskatoon, Saskatchewan, Canada. 
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10. PITTS ET AL. Chemiluminescent Reactions of Ozone 247 

Although higher olefins do not produce detectable chemiluminescence 
when reacting with ozone at atmospheric pressure (7) at pressures of 
about one-half torr, light is emitted by these reactions (8). Several or­
ganic sulfides also give an emission when they react with ozone at these 
pressures. 

These reactions may be important for several reasons. It may be 
possible to use the chemiluminescent reaction of ozone with organic 
sulfides to monitor the low concentrations of sulfur compounds in urban 
atmospheres. Also, excited species are being formed, and these reactive 
intermediates may be important in high altitude atmospheric reactions. 
Finally, identifying these emitting species should give information about 
the mechanisms of gas phase ozone reactions. Current progress on these 
reactions by the authors is reviewed here. 

FLOW S Y S T E M AND D E T E C T I O N A P P A R A T U S FOR 

C H E M I L U M I N E S C E N C E S T U D I E S 

® ballast tank 

® 
pressure gauge 

® rotameter/f lowmeter ® monochromator 

© needle valve phofomultiplier 

® stopcock ® dc-ampl i f ie r 

© integrating sphere, © Varian C-1024 

© 
silvered on outside ® recorder 

© Imm nozzles 
® 

Figure 1. Flow system and detection system for studying the 
chemiluminescent reactions of ozone with olefins and organic 

sulfides 

Experimental 

The flow system used in these studies is shown in Figure 1. Approxi­
mately 2% ( V / V ) of ozone in oxygen was produced by passing oxygen 
(Matheson, ultra-high purity grade) through a Welsbach ozone gen­
erator. It was then stored until needed in a five liter storage bulb. Dur -
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248 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

Table I. Summary of Visible Emission Spectra Obtained 
from the Reaction of Ozone with Olefins 

Type Olefin Emission Spectrum Characteristics 

A Broad; peak at approximately 
440 nm 

Β Narrow; peak at 520 nm with 
broad shoulders at 465 nm and 

=< 565 nm 

C H 3 C 2 H 5 

C H 3 C2H5 

C H 3 C2H5 

C H 3 H 

C H 3 C2H5 

H C 2 H 5 

>=< 
L 

W 

C \ Narrow; peak at 520 nm, with 
^ 2 ^ 5 smaller peaks at approximately 

\ v 565 nm and 595 nm. Overlapped 
by broad peak at 465 nm 

C 2 H 5 
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10. PITTS ET AL. Chemiluminescent Reactions of Ozone 249 

ing a run the ozone-oxygen mixture flowed continuously into the reaction 
vessel through a 1 mm nozzle. The flow rate was controlled by a flow-
meter-needle valve-stopcock combination. 

Trans-2-butene (J. T. Baker, 99.0%), ethylene (Matheson, 99.98% 
mole typical lot purity), and methyl mercaptan (Matheson, purity 99.5% 
minimum ) were used as received. Tetramethylethylene ( Chemical Sam­
ples Co., 99% purity) was purified by passing through an alumina column 
to remove contaminating oxidation products. A l l olefins were degassed 
and stored in a five liter bulb. The sulfur compounds were stored with­
out degassing. The flow rates of the organic substrates were also con­
trolled by a flowmeter-needle valve-stopcock combination. During a run 
the organic substrate flowed continuously into the reaction vessel through 
a 1 mm nozzle. 

The reaction vessel consisted of a 3 liter borosilicate glass flask which 
was silvered on the outside for increased light collecting efficiency. Light 
emission in the reaction vessel was observed through a 5.1 cm diameter 
planar borosilicate glass window. Light passed from the reaction flask 
into a 0.3 meter McPherson scanning monochromator-photomultiplier 
( E M I 9656KA) combination. The photomultiplier output was fed to a 
D C . amplifier circuit with variable time constants, and the amplified 
output was displayed on a potentiometric recorder. At these low pres­
sures (—0.5 torr) the emissions were generally so weak that the use of a 

L U 

L l Ο 

3 0 0 3 5 0 4 0 0 4 5 0 5 0 0 5 5 0 6 0 0 6 5 0 nm 

Figure 2. Visible emission spectrum from the chemilumi­
nescent reaction of ozone with ethylene at room temperature 
(uncorrected for spectral sensitivity). Total pressure 0.4 torr; 
flow rate of Os/02 is 30 cc/min; flow rate of ethylene 5 

cc/min; spectral slit width 10.6 nm. 
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250 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

time-averaging computer was necessary to extract the emission spectrum 
from the background noise. 

Contamination of the system, particularly after using organic sulfides, 
necessitated thorough cleaning of the system with organic solvents and 
aqueous hydrofluoric acid after each run. The total pressure in the reac­
tion vessel varied between 0.2-0.8 torr. Typical flow rates ranged from 
5—7 cc min" 1 for the organic substrate and 20-65 cc m i n - 1 for the ozonized 
oxygen. A l l experiments were performed at room temperature. 

Results and Discussions 

Table I summarizes the primary features of the chemiluminescent 
emission spectra obtained from the reaction of ozone with 14 simple 
olefins. The observed spectra fall into three classes which correlate some­
what with the olefin structure. Class A in Table I includes the three 
terminal olefins studied; all gave a broad, weak emission, peaking at about 
440 nm. Figure 2 shows the spectrum obtained in the reaction of ozone 
with ethylene, a typical member of class A , at a total pressure of 0.4 torr. 
The emission spectrum may result from excited formaldehyde [emission 

CO CO 

ο 
>-
\ -

co 
L U 

650nm 

Figure 3. Visible emission spectrum from the chemilumi­
nescent reaction of ozone with tetramethylethylene at room 
temperature (uncorrected for spectral sensitivity). Total pres­
sure 0.8 torr; flow rate of 03/02 is 60 cc/min; flow rate of 

tetramethylene 5 cc/min; spectral slit width 5.3 nm. 
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10. PITTS E T A L . Chemiluminescent Reactions of Ozone 251 

3 0 0 4 0 0 5 0 0 6 0 0 nm 

λ 
Figure 4. Visible emission spectrum from the chemi­
luminescent reaction of ozone with tmns-2-butene at 
room temperature (uncorrected for spectral sensitivity). 
Total pressure 0.4 torr; flow rate of 03/02 is 65 cc/min; 
flow rate of trans-2-butene 5 cc/min; spectral slit width 

10.6 nm. 

maximum about 424 nm (9)] or excited glyoxal [emission maximum 
about 478 nm (10)] or possibly from both. 

The emission spectra produced by each reaction in Class A could not 
be compared in detail because of the low signal to noise ratio obtained in 
the experiment and the broad structure of the observed emission. They 
wi l l be compared using more detailed spectra which are now being 
recorded. 

Class Β in Table I includes seven olefins, which are characterized by 
dialkyl substitution at one of the carbons of the olefinic double bond. 
The emission spectrum produced by reaction of these olefins with ozone is 
characterized by a narrow band peaking at about 520 nm with broad 
shoulders at 465 nm and 565 nm. Figure 3 gives the chemiluminescent 
emission spectrum obtained by reaction of a typical member of Class B, 
tetramethylethylene, with ozone at a pressure of 0.8 torr. It is similar 
to the fluorescent emission spectrum of biacetyl [broad emission from 
440-495 nm (11)] combined with the phosphorescent emission of the 
same compound [narrow peaks at about 512 and 561 nm and a broad 
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252 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

Figure 5. Visible emission spectrum from the 
chemiluminescent reaction of ozone with methyl 
mercaptan at room temperature (uncorrected for 
spectral sensitivity). Total pressure 0.2 torr; flow 
rate of 03/02 is 20 cc/min; flow rate of methyl 
mercaptan 7 cc/min; spectral slit width 1.31 nm. 

shoulder at 607 nm (12)] . Unpublished kinetic data from this laboratory 
and radiative lifetimes from the literature suggest that biacetyl is the 
observed intermediate. The result is equivalent to the addition of a mole­
cule of oxygen across the double bond and the loss of two alkyl groups, an 
unusual ozonolysis reaction. These identifications of the emitting inter­
mediates are tentative; further work is need to verify them. 

Class C of Table I includes four olefins which, upon reacting with 
ozone, gave emission spectra characterized by a broad band peaking at 
465 nm, which overlaps a narrower band centered at 520 nm. Smaller 
peaks occur at 565 and 595 nm. Figure 4 gives the spectrum produced 
by ozone reacting with a member of Class C, irarw-2-butene, at a pressure 
of 0.4 torr. The three narrow peaks at the higher wavelengths are similar 
to the phosphorescent emission of biacetyl (12) while the broad peak at 
465 nm resembles the emission from acetaldehyde [broad emission peak­
ing at approximately 420 nm (13)]. Again there seems to be a cleavage 
of the olefinic double bond to produce excited acetaldehyde and an addi­
tion of oxygen across the double bond of the olefin to produce excited 
biacetyl. 
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10. PITTS E T A L . Chemiluminescent Reactions of Ozone 253 

Although α-dicarbonyl compounds are not known to be products of 
the ozonolysis of olefins, biacetyl has been isolated in photochemically 
initiated reactions (14, 15) which result in the net oxidation of olefins in 
the gas phase. For example, when a mixture of cis-2-butene, nitric oxide, 
and air is irradiated, small amounts of biacetyl are isolated. One of the 
pathways suggested to explain the production of biacetyl involves the 
reaction of ozone with cis-2-butene (14) : 

hv 
N 0 2 -> N O + Ο (1) 

M 

Ο + 0 2 —> 0 3 (2) 

\ = / + 0 3 — > C H 3 0 - 0 C H 3 —> C H 3 C H 3 + H 2 0 (3) 
N c y c c - c 

/ X X \ II II 
Η Ο Η 0 0 

The chemiluminescence spectrum obtained from the reaction of 
ozone with methyl mercaptan at a pressure of 0.2 torr is shown in Figure 
5. Reaction of hydrogen sulfide with dimethylsulfide with ozone give iden­
tical spectra consisting of a broad structureless band centered at approxi­
mately 370 nm (uncorrected for spectral sensitivity of the detection 
system). We have recently shown that this emission is identical to the 
fluorescence spectrum of sulfur dioxide (16). Since ozone oxidizes hydro­
gen sulfide to sulfur dioxide and water in the gas phase (17, 18), this 
result is not surprising. 

As a result of the longer lifetimes of triplet states of electronically 
excited organic molecules as compared with their lowest excited singlet 

Table II. Relative Emission Intensities in the Chemiluminescent 
Reactions of Ozone with Some Organic Compounds (8) 

Relative Integrated 
Reactant Emission Intensity a 

ethylene 1 
trimethylethylene 50 
tetramethylethylene 50 
cis- or trans-butene-2 10 
2,3-dimethylbutadiene 8 
2,5-dimethly-2,4-hexadiene 30 
hydrogen sulfide 25 
dimethyl sulfide 200 
methyl mercaptan 2000 
2,5-dimethylfuran 40 

α Relat ive to ethylene = 1. 
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254 PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

states, the phosphorescent emission produced in the reaction of the higher 
olefins is expected to be quenched at atmospheric pressure. For the 
ethylene and possibly the sulfide reactions, however, fluorescent emission 
from the short-lived singlet states may predominate over quenching proc­
esses even at atmospheric pressure. In the latter case it is then possible 
to operate a chemiluminescent detector at atmospheric pressure. 

Kummer et al. (8) have reported that at pressures of about 0.5 torr, 
the relative emission intensities of the higher olefins and of the organic 
sulfides were substantially greater than that of ethylene; Table II sum­
marizes the reported relative emission intensities. Since a recently devel­
oped commercial ozone monitor is based on the chemiluminescent 
reaction between ozone and ethylene, this suggests the possibility of using 
the sulfide-ozone chemiluminescent reaction to monitor the low concen­
tration of sulfur compounds in ambient air. This possibility is being 
further investigated now. 
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Hydrogen Peroxide in the Urban 
Atmosphere 

B R U C E W. GAY, JR. and JOSEPH J . B U F A L I N I 

Environmental Protection Agency, Research Triangle Park, N . C. 27711 

Hydrogen peroxide was measured in the atmospheres of 
Hoboken, N. J. and Riverside, Calif. At Hoboken, concentra­
tions up to 4 pphm of hydrogen peroxide were determined in 
early afternoon hours during moderate photochemical smog 
formation. At Riverside, concentrations as high as 18 pphm 
were detected during severe smog formation. The concentra­
tion of hydrogen peroxide paralleled that of total oxidant. 

In the presence of sunlight and oxides of nitrogen (NO*) , hydrocarbons 
react to form new products, some of which are called oxidants. The 

most commonly investigated photochemically produced oxidants in the 
urban atmosphere are ozone ( 0 3 ) , nitrogen dioxide ( N 0 2 ) , and peroxy-
acetylnitrate ( P A N ) . 

Recent laboratory studies show that another oxidant, peroxybenzoyl-
nitrate ( I ) , forms when systems containing aromatic hydrocarbons and 
NOx are irradiated; however, this oxidant has not been found in the 
atmosphere. Other laboratory studies show that the photolyses of alde­
hydes (2, 3, 4) yield organic and inorganic hydroperoxides. Altshuller, 
Cohen, et al. (2) investigated the photolysis of propionaldehyde and 
found that ethyl hydroperoxide was a product. These workers also identi­
fied methyl hydroperoxide as a product in the photo-oxidation of acetalde­
hyde. Purcell and Cohen (4), studying the photo-oxidation products of 
formaldehyde ( H C H O ) , found hydrogen peroxide ( H 2 0 2 ) . Earlier work 
by Carruthers and Norrish (5) and later work by Horner and Style (6), 
concerning the photo-oxidation of H C H O , showed no H 2 0 2 . The prod­
ucts found in these studies were formic acid, C O , C 0 2 , and hydrogen; 
however, this work unlike the work of Purcell and Cohen was done at 
relatively high H C H O concentrations. Purcell and Cohen worked in the 
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256 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

low concentration range of 1-30 ppm (v /v ) whereas the others used 
millimeter partial pressures of H C H O . 

Bufalini and Brubaker (7) studied the carbon fragments and oxidant 
formation resulting from the photo-oxidation of H C H O at two different 
wavelengths (3660 and 3130 A ) , with and without added N 0 2 in the 
system. The only oxidant found when 12 ppm of H C H O in air was photo-
oxidized at 3660 A was H 2 0 2 . When H C H O was photo-oxidized at 
3660 A in the presence of N 0 2 , 0 3 was also found. The maximum H 2 0 2 

concentration was that observed when no N 0 2 was present. When H C H O 
was irradiated at 3130 A , 16 times more H 2 0 2 was observed compared 
with irradiating at 3660 A. Wi th added N 0 2 and 3130 A radiation, only 
half as much H 2 0 2 was found. 

Aldehydes are primary and secondary pollutants in the urban atmos­
phere, and since laboratory studies indicate that they photo-oxidize to 
form peroxides, the presence of peroxides in the atmosphere seems evident. 

In the early 1950's Haagen-Smit ( 8 ) stated that the oxidizing effect 
of smog resulted from the combined action of N 0 2 and 0 3 and peroxides. 
However no quantitative or qualitative study of hydroperoxides in the 
urban atmosphere has been reported. 

Whether or not H 2 0 2 is present in the urban atmosphere and, if it 
is, the concentration at which it exists are studied here. 

Experimental 

Hydrogen peroxide was determined in laboratory irradiated systems, 
in irradiated air samples containing auto exhaust collected at the entrance 
of the Lincoln Tunnel, and in ambient air samples at Hoboken, N . J . , and 

2 2 

1 1 1 1 1 
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Figure 1. Stability of hydrogen peroxide in a FEP Teflon bag 
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11. GAY AND BUFALINI Hydrogen Peroxide 257 

0 1 2 3 4 5 6 7 8 9 10 11 

IRRADIATION TIME, hours 

Figure 2. Irradiation at 3660 A of ethylene with nitrogen dioxide 

Riverside, Calif. The specific method developed by Cohen and Purcell 
(9) was used; here titanium IV and 8-quinolinol react with H 2 0 2 to form 
a colored complex with absorption maximum at 450 m/x. There was no 
interference in the method for urban atmospheric levels of N O , N 0 2 , 0 3 , 
P A N , S 0 2 , and hydrocarbons. 

Hydrogen peroxide concentrations in F E P Teflon bags were deter­
mined by the titanium IV-8-quinolinol and the catalyzed 1% potassium 
iodide colorimetric method (10). 

At the New Jersey site 0 3 was monitored with the Regener type 
instruments (11). In the laboratory it was determined with an instrument 
that measured the chemiluminescence from the ethylene-0 3 reaction (12). 

Total oxidant readings in California were found on a Mast ozone 
instrument. In the low pphm concentration range of H 2 0 2 the Mast 
instrument does not respond; in the ppm range of H 2 0 2 the response is 
low and erratic. 

Nitrogen dioxide was measured using the Saltzman method (13). 
Nitric oxide was oxidized to N 0 2 and subsequently determined as N 0 2 . 

Hydrocarbons were separated on a Porapack Q column and detected 
with a flame ionization detector. 

A l l chemicals and gases were reagent grade and were used without 
purifying further. 

Laboratory irradiations were conducted in a chamber fitted with 
36 G E F-42-T6 blacklamps; the energy maximum was at 3660 A. Tem­
perature in the chamber was maintained at 25 =t 2°C; Teflon F E P bags 
were used as reaction vessels in the chamber. 
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258 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

The light intensity of the chamber was measured as the rate of N 0 2 

photolysis in nitrogen (14). The first-order dissociation constant in the 
F E P Teflon bags was found to be 0.36 min" 1 . The stability of H 2 0 2 

in F E P bags was investigated by injecting microliter quantities of a 
standardized 22.9% H 2 0 2 solution into a metered stream of air while 
the bag was being filled. The theoretical concentration of peroxide was 
calculated from the amount of l iquid injected and the volume of air used. 
The stability of H 2 0 2 is shown in Figure 1. The concentrations observed 
experimentally were lower than the calculated theoretical concentration. 
This discrepancy was probably caused by destruction of H 2 0 2 on the 
bag wall. The initial increase in H 2 0 2 noted over the first half hour 
possibly resulted from desorption of H 2 0 2 from the wall. When a bag 
is initially being filled, the surface-volume ratio is large, and some H 2 0 2 

apparently condenses on the wall. As the bag is filled, the surface-volume 
ratio decreases and H 2 0 2 comes off the wall and into the gas phase. 

Laboratory systems containing hydrocarbons and NO^. in air were 
irradiated and analyzed for oxidants. Four hydrocarbons that produced 
large amounts of H C H O per mole of reacted hydrocarbon were 1,3,5-
trimethylbenzene, propylene, 1-butene, and ethylene. Hydrogen peroxide 
was detected in all four systems. Ozone was the major oxidant in these 
systems. Figure 2 shows the fate of a mixture of 5.5 ppm of ethylene 
(C2H4) and 2.2 ppm of N 0 2 irradiated at 3660 A for 11 hours. The 0 3 
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11. GAY AND BUFALINI Hydrogen Peroxide 259 

and H 2 0 2 maximum concentrations occurred at almost the same time 
after 5 hours of irradiation. 

During the summer of 1970, the Environmental Protection Agency 
had one of its mobile instrument trailers stationed in Hoboken, N . J . A ir 
was collected in large plastic bags during the early morning hours at the 
time of heavy traffic at the New Jersey entrance to the Lincoln Tunnel. 
These bags of air were protected from sunlight and returned to the in ­
strument trailer for irradiation and analysis. The irradiation was per­
formed by exposing the bags to sunlight atop the trailer. 

Before irradiation, one bag contained 6.0 ppm of C O , 4.1 ppm of 
methane, and 1.9 ppm of non-methane hydrocarbons; the results from 
irradiating this bag are shown in Figure 3. The total N O * was 36 pphm, 
with 29.5 pphm as N O . After 1 hour of irradiation the N 0 2 maximum 
was reached; after 2 hours all of the N O and most of the N 0 2 had dis­
appeared. Total oxidant maximum and H 2 0 2 maximum were observed 
after 3% hours of irradiation. 

To determine the effect of increasing the ratio of NOx to hydrocarbon 
( ΝΟ^/ΗΟ ) on the formation of oxidant and rate of hydrocarbon reaction, 
more N O was injected into a sample of collected air like that used in 
Figure 3. The N O concentration was increased by a factor of 2; the 
results of irradiating the altered sample are shown in Figure 4. The N 0 2 

maximum was reached 30 minutes later than that for the unaltered air 
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260 PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

sample. After 3 hours of irradiation the system still contained N 0 2 . 
Most of the ΝΟ^ was lost from these systems during the irradiation with 
the nitrogen going to organic nitrates and nitric acid (15). Ozone and 
H 2 0 2 maximums occurred after 4 hours of irradiation. The maximum 
H 2 0 2 concentration in the altered system was twice H 2 0 2 concentration 
in the unaltered system. 

The ambient atmosphere at the mobile instrument site in Hoboken, 
N.J. contained up to 4 pphm of H 2 0 2 on a day with high solar radiation 
and apparent photochemical smog formation. Hydrogen peroxide was 
observed between 12:00 A . M . and 2:00 P . M . On days when solar radiation 
was low because of cloud cover, no H 2 0 2 was observed. 

In August 1970 the urban atmosphere at Riverside, Calif, was sam­
pled for H 2 0 2 during days of photochemical smog formation. On the 
sixth, during a severe smog episode, concentrations of oxidant as high as 
65 pphm were measured by the Mast ozone instrument (Figure 5). 
Hydrogen peroxide reached a maximum of 18 pphm during the episode 
at about the time the total oxidant was at its maximum. 

Moving of the polluted air mass and changing of photochemical smog 
formation are seen in the changes in H 2 0 2 concentrations at Riverside. 
Figure 6 shows the H 2 0 2 concentration as a function of time of day at 
the Riverside site for three different days. On August 7 moderate to 
heavy smog buildup was observed for the air mass that had moved east-
wardly over Riverside. Maximum total oxidant observed was about 30 

ι 1 1 1 1 1 1 ι ι r 

TIME OF 

Figure 5. Measured oxidant at Riverside, Calif. (August 6,1970) 
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10 11 12 1 2 3 4 5 
AM PM 

TIME OF DAY 

Figure 6. Hydrogen peroxide concentrations at Riverside, 
Calif. (August 1970) 

pphm between 2:00 and 3:00 P . M . A maximum concentration of 6 pphm 
of H 2 0 2 was found. The polluted air mass that formed west of Riverside 
on August 11 never reached the sampling site because of a wind direction 
change. Less photochemical smog on August 10 was indicated by in ­
creased visibility and lower oxidant readings; the maximum oxidant was 
observed about 3:00 P . M . when 1 pphm of H 2 0 2 was observed. 

Discussion 

Analyses for H 2 0 2 in laboratory-irradiated systems, in irradiated air 
samples including auto exhaust, and in the ambient polluted atmosphere 
have shown that H 2 0 2 is present. 

The formation of H 2 0 2 is explained by a reaction sequence involving 
the photolysis of H C H O , nitrous acid, and N 0 2 . The photodissociation 
of H C H O is described by two processes (16, 17, 18): 

The first process is less important at longer wavelengths. The hydrogen 
atoms produced by it produce a hydroperoxy radical (Equation 1). 

The hydroperoxy radical abstracts a labile hydrogen from a hydrocarbon 
or an aldehyde and forms H 2 0 2 . 

hv hv 
H C H O -> H + H C O and H C H O -> H 2 + CO 

M 
H + 0 2 -> H 0 2 (1) 

Η 0 2 · + R C H O -> R C O + H 2 0 2 (2) 
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262 PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

When C O , NO^, and water vapor are present, hydrogen atoms form 
by the following sequence of reactions: 

N O + N 0 2 + H 2 0 -> 2 H N 0 2 (3) 

Η Ν 0 2 ί O H + N O (4) 

N 0 2 ί Ο + N O (5) 
Ο + R H or R C H O -> O H + R or R C O (6) 

O H + CO ̂  C 0 2 + Η (7) 

Hydrogen peroxide is then produced by Equations 1 and 2. 
The H 2 0 2 concentration curves in Figures 3 and 4 indicate that 

H 2 0 2 does not form when N O is present. This is explained by the reaction 

H 0 2 + N O - » N 0 2 + H O (8) 

which is analogous to the oxidation of N O by R 0 2 , previously given as 
part of the overall reaction mechanism of photochemical air pollution 
(19). 

The authors believe this is the first time H 2 0 2 has been quantitatively 
and qualitatively identified in the urban atmosphere. Organic hydro­
peroxides probably are also formed in the urban atmosphere, but at 
lower concentrations. 
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12 

The Role of Ozone in the Photooxidation 
of Propylene in the Presence of NO 2 and O2 

S. J A F F E and R. L O U D O N 

California State College, Los Angeles, Calif. 90032 

Mixtures of propylene and NO 2 were photolyzed at 3660A 
with varying amounts of O2, ranging from zero to one atmos­
phere. The quantum yields for N O 2 consumption were meas­
ured along with several of the reaction products. The 
changes in Φ(ΝΟ) 2 and product production rates as a func­
tion of O2 are attributed to the formation of O3 and the vari­
ous reactions of O2 with the intermediates and free radicals. 
A mechanism is presented to account for the observed 
behavior. 

T h e effect of molecular oxygen on the photolysis rates of N 0 2 and the 
A reaction of ozone with propylene have been studied separately; also 

the photolysis of N 0 2 in the presence of propylene and absence of 0 2 have 
been studied. This work tries to determine the effect of a systematic 
variation of molecular oxygen on the photooxidation of propylene in the 
presence of N 0 2 . This process should be analogous to that which occurs 
after N 0 2 concentration is maximized when N O and olefins are irradiated 
in air. 

The photolysis of mixtures of N O , N 0 2 , and 0 2 by Ford ( I ) shows 
that the quantum yields for N 0 2 decomposition are inversely propor­
tional to the 0 2 pressure, and the effect is mainly attributed to the 
formation of 0 3 when Ο atoms react with 0 2 . 

In other studies the effect of varying 0 2 was observed by Sato and 
Cvetanovic (2) in oxidizing cis-2-pentene. They produced Ο atoms by 
the mercury sensitized dissociation of N 2 0 and by photolyzing N 0 2 . 
They showed that the fraction of N 0 2 consumed was decreased as the 
0 2 pressure increased and that the production rates of products were 
affected by the 0 2 pressure. The production rates of epoxides decreased, 
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12. JAFFE AND LOUDON Photooxidation of Propylene 265 

and the production rates of aldehydes increased as the 0 2 pressure 
increased. 

W e i and Cvetanovic (3) measured the reaction rates of ozone with 
olefins in the presence and absence of molecular oxygen and found that 
the relative rate constants were lower when 0 2 was absent. They also 
found that the reactions showed a 1:1 stoichiometry in the absence of 0 2 

and 1:1.4 to 1:2.0 stoichiometry for different olefins in the presence of 0 2 . 
Several investigators (4) have studied the photooxidation of olefins 

in air at atmospheric pressure—e.g., Altshuller (5) and co-workers investi­
gated the propylene-NO system. 

A n attempt is made to correlate previous observations and ours for 
the oxidation of propylene in the absence of 0 2 ( 6 ) with the present work 
on the oxidation of propylene as a function of 0 2 . 

The processes occurring in each study should occur simultaneously 
in the propylene, N 0 2 , 0 2 system. Varying 0 2 should show the competi­
tion among N 0 2 , C 3 H 6 , and 0 2 for Ο atoms and also the competition 
between 0 3 and Ο to oxidize C 3 H 6 . 

Experimental 

The experimental procedure was similar to that reported earlier 
(6,7). Samples of N 0 2 , C 3 H 6 , and 0 2 were introduced into a 4 foot long, 
2 inch diameter quartz tube by standard high vacuum techniques at 24 =b 
1°C. The cell was irradiated with a Hanovia S-100 mercury arc. The 
light was filtered by a series of interference and blocking filters to allow 
only a narrow band near 3660A to pass through the cell. The transmitted 
light struck a photomultiplier tube whose output was measured with a 
Fluke model 885 A dc differential voltmeter. The increase in voltage as 
N 0 2 dissociated was recorded on a Moseley Model 680 potentiometer. 
The voltage-time curves were linear, so that the slopes of the curves 
could be correlated with the N 0 2 dissociation rate. The voltage measured 
with known concentrations of pure N 0 2 served to calibrate the N 0 2 

concentration and allowed the light intensity to be calculated from known 
values (8) of the quantum yields for the dissociation of pure N 0 2 . 

After irradiating, the gases were pumped out of the cell through a 
series of traps at —115°C and —195°C. By this means N 2 and 0 2 were 
separated from the products, and two separate groups of products were 
trapped for subsequent chromatographic analysis. The trap containing 
the excess N 0 2 was treated with mercury to remove the N 0 2 before in ­
jecting that sample into the chromatograph. 

The principal method of analyzing was by a Loenco Model 15 Β gas 
chromatograph fitted with thermal conductivity and flame ionization de­
tectors. The analysis was made on Poropak Q, 80-100 mesh, packed in a 
1/8 inch diameter, 12 foot long stainless steel column. Calibrating and 
identifying the products was accomplished by analyzing known amounts 
of authentic C P reagents. Integration of the curves was done by a disc 
integrator. 
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266 PHOTOCHEMICAL SMOG AND OZONE REACTIONS 

The 0 2 and N 2 used here were specially prepared by the A i r Reduc­
tion Co. and placed in cleaned gas cylinders. They were further purified 
by passing the gases through a train containing Ascarite to remove C 0 2 , 
followed by M g ( C 1 0 4 ) 2 to remove H 2 0 , and then by Drierite. A l l other 
materials were C P and were further purified by trap to trap distillation. 
N 0 2 was stored at —195 °C and redistilled after being treated with 0 2 

whenever a slight blue color indicated the presence of N O as N 2 0 3 . 

Results 

A series of reactions was carried out at 24 ± 1°C with an average 
concentration of N 0 2 equal to 5.40 Χ ΙΟ"5 M and an average concentra­
tion of C 3 H 6 equal to 2.03 Χ 10"4 M . The oxygen concentrations varied 
from 0 to 4.09 Χ ΙΟ"2 M (1 atm). The total pressure was kept constant at 
one atmosphere by adding N 2 . This set of experiments was irradiated for 
3000 seconds. Quantum yields for N 0 2 consumption were determined 
and are shown in Figure 1; they decrease sharply as 0 2 is added and 
approach a constant value after about 1 Χ 10"2 moles per liter of 0 2 have 
been added. These results agree with those of Ford ( 1 ) on how 0 2 affects 
pure N 0 2 samples and indicate that competitive reactions of Ο atoms 
with 0 2 and C 3 H 6 are taking place and decrease the reaction rate of Ο 
atoms with N 0 2 as the 0 2 concentration increased. The subsequent reac-
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12. J A F F E AND L O U D O N Photooxidation of Propylene 267 

tions of N 0 2 with several free radicals are also inhibited by the reaction of 
0 2 with the free radicals where possible and further reduce the quantum 
yield. N 0 2 reforming reactions with 0 3 and N 0 3 plus N O also have this 
effect. 

The products of the reaction included N O , C 0 2 , H 2 0 , C H 3 C H O , 
Ο 

C H 3 C O C H 3 , C H 3 C H 2 C H O , C H 3 C H C H 2 , C H 3 N 0 2 , C H 3 O N 0 2 , C H 3 C H 2 -
N 0 2 , C H 3 C H 2 O N 0 2 , 2 - C 3 H 7 N 0 2 , and minor quantities of higher mo­
lecular weight species. The presence of C O was determined mass 
spectrometrically, but its production rate was not measured. There must 
also have been appreciable amounts of C H 2 0 present, but it polymerized 
to paraformaldehyde before the chromatographic column. A white solid 
in the cold traps appeared, resulting from the C H 2 0 . The C H 2 0 along 
with C H 3 C H O should have been the major products. Altshuller et al. (5) 
found equal quantities of C H 2 0 and C H 3 C H O when they studied the 
NO-propylene—oxygen system, and our results based on the mechanism 
in which C H 3 C H O and C H 2 0 are similarly produced are assumed to be 
similar. The concentration of C H 3 C H O (see Figure 2) was an order of 
magnitude greater than most other products, confirming this assumption. 

% ο CH 3 CHO 
>< 

Σ • NO 
ζ 
0 
b 4 ο 
< 

ο 
cc 
Ζ J 

III 

0 r 
ϋ ι 1 ϋ ι 1 

• - — π 
υ 1—J C > 1 ι 1 1 

0 1 2 3 4 
[ θ ^ ] χ ΐ 0 2 Μ 

Figure 2. NO and CH3CHO as a function of oxygen concentration 

0 2 affected the production of the products as shown in Figures 2 
through 5 for a representative set of experiments. They are also repre­
sented in Table I by least squares equations of the form, 
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268 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

Table I. Least Squares Relations for 

Product 
Ρ 

N O 8.66 X 10- 7 3.09 X 10~5 

C 0 2 - 1 .19 X 10- 9 4.97 X 10~6 

C H 3 C H O 2.34 Χ ΙΟ" 7 1.22 Χ ΙΟ" 4 

Ο 

C H 3 C C H 3 6.71 X 10" 8 2.27 X 10~5 

Ο 

C H 3 C H C H 2 1.66 Χ 10" 7 5.11 X 10~5 

C 2 H 5 C H 0 2.47 Χ ΙΟ" 7 4.16 Χ 10" 5 

CH3ONO2 2.25 Χ ΙΟ"7 2.34 Χ 10" 5 

CH3NO2 1.68 Χ ΙΟ"7 - 1 .37 Χ ΙΟ" 5 

C 2 H 5 0 N 0 2 5.13 X 10- 8 1.46 X 10~5 

Ρ = a + b[02] + C[0 2 ] 2 + d[02Y + e[0 2] 4 

The trends in product concentrations as a function of 0 2 are reviewed 
below. 

The decrease in N O as 0 2 increases (Figure 2) agrees with the 
quantum yield data and also shows N O rapidly reacting with 0 3 . The 
increase in C 0 2 (Figure 3) probably shows free radicals reacting with 
0 2 . The relatively large, increasing concentration of C H 3 C H O (Figure 2) 
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12. JAFFE AND LOUDON Photooxidation of Propylene 269 

Producing Products as a Function of [ 0 2 ] 

c d e 
- 4 . 3 5 X 10- 3 

8.88 X 10- 4 

-3 .91 Χ ΙΟ"3 

1.33 X 
3.40 X 
7.54 X 

ΙΟ"1 

io- 2 

io- 2 

-1 .16 
2.98 X IO" 1 

3.05 

- 1 . 88 X IO" 3 5.75 X io- 2 -6 .04 X IO" 1 

- 4 .48 X IO" 3 

- 5 . 00 X IO" 3 

2.16 X 10- 3 

3.66 X IO" 4 

- 9 .68 X IO" 4 

1.45 X 
1.89 X 
2.40 X 
4.49 X 
2.58 X 

io- 1 

io- 1 

io- 1 

10~3 

io- 2 

-1 .66 
-2 .27 

4.34 
-1 .83 X 10- 1 

- 2 .65 X IO" 1 

supports the increasing importance of 03—olefin reactions and the subse­
quent reactions of zwitterions which produce C H 3 C H O and C H 2 0 as 
principal products. As the products resulting from 0 3 reactions increase, 
those resulting from the oxidation of C 3 H 6 by Ο atoms, which produce 

Ο 
/ \ 

C H 3 C O C H 3 , C H 3 C H C H 2 , and C 2 H 5 C H O (Figure 4) , decreases as 0 2 

increases. 
The concentration of C H 3 O N 0 2 (Figure 3) is relatively high and 

increases slightly with increasing 0 2 . This may show the increase in the 
availability of C H 3 radicals in this process. However C H 3 radicals are 
converted to C H 3 0 radicals more rapidly than they recombine with N 0 2 

so that the production of C H 3 N 0 2 (Figure 5) decreases. This might indi­
cate another unexpected path for C H 3 0 forming in the presence of 0 2 . 
The production of C 2 H 5 O N 0 2 (Figure 5) is not similarly affected since 
C 2 H 5 radicals are assumed to be produced from the dissociation of excited 
propionaldehyde, the supply of which would be decreased as 0 2 increased. 

The production of C 2 H 5 N 0 2 and C H 3 C H ( N 0 3 ) C H 3 were not quan­
titatively determined, but their presence in chromatograms was confirmed. 
They were not greatly affected by 0 2 changes and are not important for 
short irradiation times. 

Discussion 

This system's behavior is represented by a mechanism that combines 
the reactions associated with irradiating N 0 2 and C 3 H 6 and with the 
mechanism for oxidizing C 3 H 6 by 0 3 . The process also includes the reac­
tions of 0 2 and N 0 2 with all of the free radicals and intermediates with 
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270 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

X 1 0 2 M 

Ο 

Figure 4. C2H5CHO, CH3COCH3, and CH3CHCH2 as a function of 
oxygen concentration 

X 
Έ 2 
2 
Ο 

ce 
I -
111 ' 
ϋ 
ζ 
ο 
ϋ 

• 
• 

Ο 

Ο C H 3 N 0 2 

• C 2 H 5 O N 0 2 

2 3 
[Ο̂ Ι Χ10 2 Μ 

Ο 

Figure 5. CH3N02 and C2H5ON02 as a function of oxygen concentration 
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12. JAFFE AND LOUDON Photooxidation of Propylene 271 

which they interact. This represents the process in its early stages so that 
the many secondary reactions need not be treated. Thus free radicals and 
intermediates only react with the major components, N 0 2 , C 3 H 6 , and 0 2 , 
and not with each other. We give the following mechanism along with 
the estimated heats of reaction to support the feasibility of the various 
steps in this study. The data for estimating the heats of reaction were 
taken from References 9, 10, and 11. 

N 0 2 + hv 
Ο + N 0 2 

Ο + N 0 2 + M 
N 0 3 + N O 

Ο + C 3 H 6 

Ο + 0 2 + M 
0 3 + N 0 2 

0 3 + N O 

O3 + C3H6 

C H 8 C H O O - + N 0 2 

H C H O O - + N 0 2 

C 3 H e + CH3CHOO-

H C H O O + C 3 H e 

Ai?°,Kcal 
N O + 0 (/a) 

N O + 0 2 - 4 6 (1) 
N 0 3 + M - 5 0 (2) 
2 N 0 2 - 2 2 (3) 

. 0 
I 

• 1 
C H 3 C H C H 2 

- 3 9 . 5 (4) 
0 · 
1 
1 · 

C H 3 C H C H 2 

- 4 1 . 5 (5) 
0 8 + M -25 .6 (6) 
N 0 3 + 0 2 - 25 .4 (7) 
N 0 2 + 0 2 - 47 .6 (8) 

CH3CHOO- + C H 2 0 - 3 3 (9) 

H C H O O - + C H 3 C H O - 4 0 (10) 

N O , + C H 3 C H O - 6 4 (11) 

N 0 3 + C H 2 0 - 5 7 (12) 

. 0 
β j 

C H 3 C H C H 2 + C H 3 C H O 
- 52 .6 (13) 

0 · 
j . 

C H 3 C H C H 2 + C H 3 C H O - 54 .6 (14) 

• 0 
. j 

C H 3 C H C H 2 + CH2O 
- 45 .6 (15) 

0 · 

C H 3 C H C H 2 + C H 2 0 -47 .6 (16) 
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272 P H O T O C H E M I C A L SMOG A N D OZONE REACTIONS 

CH3CHOO- + 0 2 

H C H O O - + 0 2 

0 . 
I · 

C H 3 C H C H 2 

. 0 
• I 

C H 3 C H C H 2 

0 

C H s C H O + 0 3 

C H 2 0 + 0 3 

0 / \ * CH3CH—CH2 

0 

11 * 
C H 3 C C H 3 

0 

C H 3 C H C H 2 

C H 3 C H 2 C H O * 
Ο 

C H 3 C H C H 2 + M 
Ο 

C H 3 C C H 3 

0 

+ M 

CH3CCH3 
C H 3 C H 2 C H O * + M 

C H 3 C H 2 C H O 

C H 3 + 0 2 

C H O + 0 2 

C H 3 C O + 0 2 

Ο 
I I 

C H 3 C 0 2 + 0 2 

0 

I I 
C H 3 C — O 
C H 3 C H 2 + 0 2 

N 0 2 + C H 3 

-»· C H 3 C H C H 2 + M 
Ο 

C H 3 C C H 3 + M 
Ο 

-> · C H 3 + · C C H 3 

-> C H 3 C H 2 C H O + M 

- » C H 3 C H 2 + C H O 

-> C H 2 0 + O H 

-> C 0 2 + O H 

Ο 
I I 

- » C H 3 C 0 2 

Ο 
I I 

-»· C H 3 C O · + 0 3 

C H 3 + C 0 2 

—» C2H5O2 
|-> C H 3 N 0 2 

AH°,Kcal 

- 38 .7 

-31 .7 

- 5 8 

-74 .7 

- 6 0 

- 7 8 

+78.4 

+87.2 

-50 .4 

-92 .7 

(4) 

- 1 1 

- 1 7 

- 24 .2 

-57 .9 

(17) 

(18) 

(19) 

(20) 

(21) 

(22) 

(23) 

(24) 

(25) 
(26) 

(27) 

(28) 

(29) 

(30) 

(31) 

(32) 

(33) 

(34) 
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12. JAFFE AND LOUDON Photooxidation of Propylene 273 

U C H 3 0 + N O - 1 8 . 9 (35) 

N 0 2 + C2H5 r+ C2H5NO2 - 5 8 (36) 

U C2H5O + N O - 21 .1 (37) 

N 0 2 + C H 3 O - • C H 3 O N O 2 - 36 .1 (38) 

N 0 2 + C 2 H 6 0 -»· C 2 H 5 O N O 2 - 36 .3 (39) 

N 0 2 + C H 3 CO -»· C H , C 0 2 + N O - 27 .1 (40) 

N 0 2 + C H O |-> CO + H N O 2 - 6 0 (41) 

U N O + H C 0 2 

- 4 (42) 

N 0 2 + H C 0 2 - » C 0 2 + H N O 2 - 1 1 0 (43) 

The oxidation process is initiated by the photo-dissociation of N 0 2 

yielding Ο (3P) atoms which enter into a series of reactions discussed by 
Cvetanovic (12) and applied to the photooxidation of propylene (6). 
Equations 4, 5, and 19 through 27 consist of adding oxygen to the double 
bond in propylene, forming a diradical, and the subsequent rearranging 
of the diradical to yield propionaldehyde, propionoxide, acetone, and the 
several free radicals. The free radicals react with N 0 2 in Equations 34 
through 43 as described earlier ( β ) . The reactions of several of the free 
radicals with 0 2 have been reviewed by Heicklen (13), and those reac­
tions that seem feasible here are indicated in Equations 28 through 33. 

Free radicals may also react with olefins (13), in general, 

A#°,Kcal 

R O + C 3 H 6 -> R O · C 3 H 6 - 1 3 (44) 
R 0 2 + C 3 H 6 -> R 0 2 · C 3 H 6 - 1 2 (45) 

The reactions of olefins with O H are discussed by Leighton (14) and 
consist of: 

O H + C 3 H 6 -> H O · C 3 H 6 (46) 

-> H 2 0 + C 3 H 5 (47) 
Although Equations 44, 45, and 46 are feasible, they cannot be proved 
by the products found and are not included in the main mechanism. The 
abstraction of hydrogen by O H must be more prevalent than indicated 
by Equation 47 alone since water was found in relatively large amounts. 
Abstraction of Η from C H 3 C H O and C H 2 0 by 

R C H O + O H —> H 2 0 + R C O (48) 

may be important. 
Any of the changes in product production as a function of 0 2 prin­

cipally results in the increasing importance of Equation 6. A simple cal-
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274 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

culation, based on a steady state approximation for Ο atoms and for 0 3 

in this mechanism, indicates that the rate of Equation 1 is only about 
1.6 times faster than Equation 6 when 0 2 approaches 4 Χ 10"2 molar and 
the rate constants in Table II are used. Therefore ozone should be formed 
at a sufficient rate under the present conditions to contribute to the 
mechanism as shown. 

Table II. Reaction Rate Constants at 25°C 

Reaction Number Rate Constant Reference 

1 3.3 X 10 9 liter m _ 1 sec _ 1 Η 
2 1.0 X 1011 liter m~ 2sec - 1 25 
3 5.6 X 10 9 liter m _ 1 sec - 1 26 

4,5 1.7 X 10 9 liter m _ 1 sec _ 1 12,24a 

6 6.9 X 107 liter 2m~ 2sec _ 1 27 
7 4.3 X 104 liter nr^sec - 1 28 
8 2.8 X 107 liter m - 1 sec _ 1 1 

9,10 5.1 X 103 liter m~1sec~1 16 
23,24,26 1 X 101 1 liter m _ 1 sec - 1 6 

25 2 X 10 8 sec"1 6 
27 1 X 10 8 sec"1 6 
28 6 X 107 liter m _ 1 sec - 1 13 
33 6.3 X 10 8 liter m - 1 sec _ 1 13 
34 1.7 X 10 9 liter m _ 1 sec - 1 27 
35 3.3 X 10 9 liter m _ 1 sec - 1 27 

° Calculated from results i n 12 w i t h new value for equation 1. 

The reactions of 0 3 with C 3 H 6 , 9 and 10, were based on a review 
of the mechanism of ozonolysis by Murray (15). The accepted mecha­
nism in the gas phase is similar to that commonly referred to as the 
Criegee mechanism in the l iquid phase. The attack of 0 3 on C 3 H 6 is 
electrophilic, and Vrbaski and Cvetanovic (16) have correlated the elec-
trophilic behavior with that of oxygen atom-olefin reactions. Both reaction 
rates correlate with the ionization potentials of a series of olefins. 

The preferred structure of the initial adduct is the one that results 
from a one-step, cis-addition to the double bond, 

Λ 
ο ο 

This structure is preferred by several investigators ( 17,18,19, 20, 21 ). 
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12. JAFFE AND LOUDON Photooxidation of Propylene 275 

Although there is no evidence for the zwitterion in the gas phase, 
+ +• 

evidence in the liquid phase for C—Ο—Ο" or for > = Ο—Ο" has 
been advanced by Criegee ( 2 2 ) . 

Writing the intermediates as zwitterions in this case is a formalism 
since other forms have been used. Benson ( 2 3 ) gives the sequence as 
follows : Q 

/ \ 
0 0 

0 3 + olefin > 

•o 
/ 

0 

o -
/ . 

0 0 
1 I 

: c c : 

In the gas phase formation of ozonide would be unlikely, and the 
intermediates should live long enough to react with N O 2 as in Equations 
11 and 12, with C 3 H 6 as in 13, 14, 15, and 16, and with 0 2 as in 17 and 
18. However preliminary calculations using Equation 51 indicate that 
reactions 13, 14, 15, and 16 are too slow to be important in this process. 
Reactions of intermediates, as in 17 and 18, explain the non-stoichiometric 
ratio of olefin to 0 3 in the presence of 0 2 as observed by Cvetanovic ( 3 ) 
and others. Ozone may also be formed upon reacting with peroxyacyl 
radicals such as in Equation 31. 

Also the intermediates may decompose unimolecularly: 

C H 3 C H 0 0 - r-> C H 4 + C 0 2 (49) 
U C H 3 O H + CO (50) 

but these reactions make minor contributions to the mechanism. 
In the present system ozone should not be able to build up in con­

centration as usual in systems at low N 0 2 concentrations. Reaction with 
N 0 2 as in Equation 7 and with N O as in Equation 8 should tend to keep 
the ozone concentration at the steady state level. 

N 0 2 is rapidly regenerated as in 3 and 8 so that along with the 
decrease in the rate of Equations 1 and 2 because of the competition for 
Ο atoms by 0 2 , the decrease in quantum yield ( see Figure 1 ) is expected 
as the 0 2 concentration increases. 
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276 P H O T O C H E M I C A L SMOG AND OZONE REACTIONS 

When the steady state approximation is applied to free radicals and 
intermediates in Equations la and 1 through 43, a complex rate equation 
is obtained. If fc4 = fc5, Zc9 = k10, fcn = k12, kls = ku = k15 = k16, k17 

= & i 8 , k19 = k20 = k21 = k22, k23 = k24 = k2Q, k25 = k27, fc34 = k36, k35 = 
Zc37, and kss = &39 is assumed, Equation 51 results. 

d ^ à . I m + A . v + T i m ) . - ψ -

The terms in Equation 51 are: 

A = [Id - k2 (M)] (NO,) (O) 
Β = fc7(N02) 
C = 2 kjcu ( C 3 H 6 ) ( N 0 2 ) 

1 
2[/b24(M) + k2s] D = 

Ε = 2 fc9/c13(C3He) 
F = fc25fca4(N02) 
G = fc25fc4o(N02) 
H = [*4i + 2 ki2] (NO,) 
X = [A u (NO,) + M C 3 H 6 ) + M O , ) ] 
Y = * 4(0) ( C 3 H 6 ) 
Ζ = [fc28(02) + 3 *,4 (NO,)] 
Τ = fc8(NO) 
U = [fc29(02) + (fc41 + fc42) (NO,)] 
V = [ho(02) + fc40(NO2)] 
W = [k33(02) + 2& 3 4 (N0 2 )] 

(0) = I a 

[*i(NO,) + & 2 (N0 2 ) (M) + (fc4 + fc6)(C3He) + *,(0,)(M)] 
Preliminary calculations show that this equation explains the quali­

tative trend in the quantum yield data ( Figure 1 ) and that it shows the 
dependence on 0 2 and 0 3 . The steady state concentration of Ο atoms 
is inversely proportional to the 0 2 concentration because of Equation 6, 
varying from 1.3 to 1.2 Χ 10" 1 5 moles liter" 1. The negative terms in ( 0 3 ) 
become more important as the 0 3 concentration increases, as it does when 
0 2 increases. This effectively reduces the rate of loss of N 0 2 . The last 
set of terms are all inversely proportional to 0 2 so that they all decrease 
as 0 2 increases. Since they are multiplied by (Y + E(03)/X), the net 
effect is that the product of this factor and the last set of terms remains 
almost constant. A net decrease in the loss rate of ( N 0 2 ) occurs as 0 2 is 
increased. Here the value of Ia, the rate of absorption of light, was almost 
constant at an average of 1.43 Χ 10"9 Einsteins per second. When it is 
factored out of the equation and divided into — d(N0 2 ) / c fe , the quantum 
yield, which shows the same trends as described above, is obtained. 
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12. J A F F E AND LOUDON Photooxidation of Propylene 277 

A similar treatment is being applied to all of the production rates of 
the products listed in Table I. We derived equations like 51 for each 
of the products and are now fitting the data in Figures 1 through 5 into 
them. The equations in Table I may be used to obtain ά(~Ρ)/ά(02) for 
each product, and these rates may be inserted into the rate equations 
that have been derived from the mechanism. It is hoped that some of the 
rate constants that are missing from Table II may be evaluated in this 
manner. Results of this endeavor wi l l soon be reported. 
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